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CHAPTER 1

......................................................................................................

INTRODUCING THE
PHILOSOPHY OF
TECHNOLOGY

......................................................................................................

SHANNON VALLOR

1. ANINTRODUCTION TO A LATE ARRIVAL

THERE is something oddly anachronistic about an Oxford Handbook of the Philosophy of
Technology first appearing in 2022. After all, technology has profoundly shaped human
thought and action for as long as humans have existed. Our prehistorical forays into
practices of hunting, gathering, trading, defending, and sheltering were enabled only by
our ability to deploy the power of imagination in the service of technique: the creative
manipulation and reconfiguration of objects in our physical and social environment to
serve new practical ends. Studies of tool use by our primate cousins and other nonhuman
animals have made it increasingly clear that the technical imagination is not limited to
the human family, but a capability evolved by intelligent creatures as evolutionarily di-
vergent from us as crows and cephalopods (Shew 2017). Nevertheless, the intimate link
between technology and humanity has long been a preoccupation of historians, artists,
and social and natural scientists. Why, then, should a mature philosophy of technology
worthy of documentation have arrived so late in our history, millennia after the first self-
declared ‘lovers of wisdom’ began writing sophisticated treatises about our aesthetic,
moral, political, and epistemic capabilities?

Of course, ancient philosophers were not silent on the topic of technology. Plato and
Aristotle both explored the contours of techné or “craft knowledge,” as well as several
other classifications of material production and art that encompass what today we call
technology. Yet their aims in doing so were largely those of distinction, relegation, and
negation; to demonstrate what separated craft knowledge from the nobler forms of the
intellect: epistéme, phrénésis, sophia, and nous. Both Plato and Aristotle repeatedly char-
acterize technologies and the productive arts as those forms of activity and knowledge
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least worthy of a philosophical mind. (Whitney 1990, 50-51). The motivation for the
devaluation of the technological is usually explained in terms of the linkage between
technology and the physical world, which Plato’s legacy devalues in favor of the imma-
terial soul. Yet it is difficult not to see here another familiar pattern: the devaluation of
a domain of skill and knowledge that happens to be universally reflected in the work
of women and others in the domestic sphere, and brought outside the home by classes
of laborers often excluded from the political elite. Indeed, while some have sought a
basis in Plato for a positive relationship between the technical arts and wisdom,! Plato
endeavors to formalize the philosophical expulsion of techné when he states in the Laws
that “no citizen of our land nor any of his servants should enter the ranks of the workers
whose vocation lies in the arts or crafts (846d).” The prejudice, then, is not merely of sig-
nificance for metaphysics but one of profound political import.

Given that patriarchal, classist, and xenophobic hierarchies remain forcibly defended
today to an extent that Plato’s metaphysics will never be, one may be forgiven for
concluding that the metaphysical commitment to the unchanging realm of pure ideas
is not an adequate explanation for the ancient Greek prejudice against techne, but more
plausibly interpreted as an ex-post rationale for the political exclusion of the artisan
class. Aristotle’s analysis in the Politics (Aristotle 2000 translation) supports this, given
that he makes no mention of the exclusion being a necessary consequence of any meta-
physical commitment:

In ancient times, and among some nations, the artisan class were slaves or foreigners,
and therefore the majority of them are so now. The best form of state will not admit
them to citizenship; but if they are admitted, then our definition of the excellence of a
citizen will not apply to every citizen, nor to every free man as such, but only to those
who are freed from necessary services. The necessary people are either slaves who
minister to the wants of individuals, or mechanics and laborers who are the servants
of the community.

(Politics 1278a2-12)

Aristotle’s rationale here is not that those of the artisan class debase their souls with
physical rather than intellectual occupations. Indeed, for both Plato and Aristotle, there
are plenty of physical activities (exercise, combat) in which a proper citizen of Athens
may excel. And notably, despite Aristotle’s evident contempt for “slaves or foreigners,”
xenophobia is not the controlling rationale given, for he acknowledges that they might
be admitted to citizenship. Rather, the truly decisive reason is their status as performers
of ‘necessary services: that is, persons with a willingness and refined ability to serve and
meet the needs of others. It is the role of serving and caring that Aristotle finds most con-
temptible and beneath the status of a true citizen, and insofar as technique is historically
a means of meeting a family or community’s needs, it is tainted by its association with
domestic care and service.

The remarkable disinterest of Greek philosophers in the study of domestic life and
knowledge, and their resulting inattention to vital human realities of interdependence,
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service, vulnerability, and care, is a well-known defect inherited by much of the Western
philosophical tradition, one noted by philosophers as distinct as Joan Tronto (1993) and
Alasdair MacIntyre (1999). In addition to sustaining a philosophical prejudice against
the technical arts, this defect has also, of course, served to perpetuate unjust social
hierarchies and historical patterns of poor treatment of women, ethnic and racialized
minorities, disabled people, and other marginalized groups. It is worth noting that
more than two millennia after Aristotle’s declaration of political contempt for human
beings engaged in serving and caring practices, there remains an enduring link between
those group identities historically targeted for social injustice—exclusion, abuse, and
marginalization—and those identities most closely associated with either providing, or
needing, skilled care and service, especially in the domestic realm.

While similarly unjust hierarchies are reflected in most philosophical traditions, the
Greek tradition’s peculiar hostility to the technical arts and relations of domestic care
stands in some contrast with philosophical traditions such as Confucianism, in which a
proper understanding of the structure and care obligations of family life is the building
block for further modes of political and moral understanding. While technology as such
is not a central theme of Confucian thought, Confucianism explicitly and consistently
valorizes the practical embodiment of philosophical wisdom in modes of physical craft
and technique, such as dress, music, dance, and calligraphy, held to have profound eth-
ical, political, and epistemic significance. In contrast to the Greco-Roman modes of self-
discipline described by Michel Foucault ([1982] 1988) as techniques de soi (“technologies
of the self”), Confucian modes of technique do not aim to cultivate the self as a discrete
soul prepared to depart the material world unencumbered, but rather as a being wholly
and properly constituted by the social, political, and material dimensions of living
(Gier 2001).

Yet even as craft knowledge was elevated in the social hierarchy of medieval
European life by guilds of apprenticeship and mastery, technology and technique con-
tinued to be phenomena of little general interest to the modern European philosoph-
ical tradition. Early and limited exceptions include treatises such as Francis Bacon’s
Novum Organum ([1620] 2000), which explored the growing utility of scientific
instruments and technique for the empirical investigation of nature. Even here, how-
ever, the power of technology to open new perspectives on nature is not identified as a
topic worthy of independent investigation. Instead, technology and the technological
imagination (the ‘mechanical arts’) are assimilated as convenient tools for two primary
ends: the epistemic service of a logical method of scientific investigation and theory
construction, and the practical service of increasing human comfort and ‘commodious
living’

We see in Bacon’s affirmation of technology’s practical powers the first move away
from the ancient Greek devaluation of technical intelligence as a way to serve and meet
human needs. For Bacon, the power of the technical arts to serve and bring comfort to
humanity is to be valorized, not scorned as Aristotle had. And yet it is worth noting that
in order to valorize it, he finds it necessary to convert the valence of technique itself from
servant to master. Bacon’s gendered metaphors explicitly frame technology’s power as
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a means of dominance and control over nature as a personified female other. The tech-
nical arts help science “command” nature and force “her” into the role of humanity’s
domestic servant by giving up the secrets she holds. Thus Bacon’s philosophical valor-
ization of the technical arts as finally worthy of noble human pursuit becomes possible
only by making it compatible with a (explicitly gendered) vision of dominance and con-
trol, as noted by Carolyn Merchant:

The material and the visual combined to produce power over nature. “By art and
the hand of man,” Bacon stated, nature can be “forced out of her natural state and
squeezed and molded” into revealing her hidden secrets. Under the mechanical arts,
he wrote, “nature betrays her secrets more fully ... than when in enjoyment of her
natural liberty” Technological discoveries “help us to think about the secrets still
locked in nature’s bosom.” “They do not, like the old, merely exert a gentle guidance
over nature’s course; they have the power to conquer and subdue her, to shake her to
her foundations”

(Merchant 2008, 162)

Moreover, our legitimate philosophical interest in technology is for Bacon still only de-
rivative, not primary. The philosophical value of technology is wholly contingent upon
and exhausted in its contributions to the intellectual and practical achievements of the
scientific enterprise; there is no further need for a philosophy of technology.

Along with Bacon, Galileo and Descartes’ attentive interests in instrumentation had
also valorized technology’s scientific contributions, together marking a broader shift
in sixteenth and seventeenth-century natural philosophy toward a mechanistic under-
standing of nature. The metaphysical rationale for the ancient Greek philosophical prej-
udice against the technological was evaporating; if nature itself is a machine, and God
himself the grandest of mechanical artisans (the “Great Clockmaker”), then one could
hardly sustain the Platonic characterization of the mechanical arts as scientifically ig-
noble. The sharp divide between technical artifacts and natural phenomena blurs; even
if the hierarchy is retained by the qualitative distinction between divine and human
artifice.

Yet most philosophers continued to be remarkably silent on the topic of technology
even as the Scientific and Industrial Revolutions rebuilt the world around them. While
many remained committed to a dualist or idealistic metaphysics that would permit the
retention of the ancient prejudice against the technical arts, it is noteworthy that among
the few late modern philosophers to pick up the theme in ways that extended beyond a
theory of scientific instrumentation was Karl Marx. Marx’s treatment of technology is
broadly recognized for its nuance and ambiguity, insofar as he recognized its polyvalent
potential to both alienate and liberate human beings. Yet despite his extensive discus-
sion and historical study of technology as a force in human affairs, Marx’s thought is also
not yet a philosophy of technology, for it remains constrained by the focus of his broader
project. Technology for Marx is the machine, a phenomenon of vital significance in
the context of modern labor systems, but the roles it might play outside of the forces of
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production and capital are largely unexplored (Wark 2019). Yet in Marx we do find the
first suggestions of a more encompassing philosophy of technology:

Technology reveals the active relation of man to nature, the direct process of the
production of his life, and thereby it also lays bare the process of the production of
the social relations of his life, and of the mental conceptions that flow from those
relations.

(Marx [1867] 1976, 493)

Here Marx points to the fundamental role that technology plays not only in the material
production of life, but also in social, cultural, and cognitive production. Shortly there-
after, Ernst Kapp's Grundlinien einer Philosophie der Technik (1877) would establish the
first mature work in the philosophy of technology in Europe, a tradition that retains a
rich and enduring legacy (Dessauer 1927; Ortega y Gasset 1939; Simondon [1958] 2016;
Anders 1956). But these works were not widely read or translated beyond the conti-
nent, and it would take nearly a century for technology to draw the focal attention of the
English-speaking philosophical community.

With the exception of John Dewey’s diffuse ruminations on the topic (Hickman 1990)
and the work of Lewis Mumford (1934), Anglophone philosophical interest in tech-
nology remained subdued and ephemeral in the early twentieth century. For better or
worse, a robust English-language philosophy of technology awaited the postwar de-
velopment of the themes established in Martin Heidegger’s brief but highly influential
treatment of the topic in “The Question Concerning Technology [Die Frage nach der
Technik]” ([1954] 1977). Among readers already engaging with continental phenome-
nology while culturally enveloped by a postwar expansion of scientific, military, and in-
dustrial powers, Heidegger’s concept of modern technology as a dangerous “Enframing”
(Gestell) of all reality as manipulable, calculable, and exploitable resources or “standing
reserve” (Bestand) struck a deep chord. The scholarship that began to grow from this
conception of the essence of technology as a world-historical force soon dovetailed
and merged in intricate ways with a parallel line of analysis influenced by critical
theory of the Frankfurt School, which picked up Marx’s thread and extended it in new
directions (Marcuse 1964), while incorporating insights from sociological and historical
perspectives on technology (Mumford 1934, Ellul [1954] 1964) that now seemed all the
more philosophically fecund.

The result was the long-delayed coalescence of English-language philosophy of tech-
nology as a field; that is, a community of Anglophone philosophical readers who shared
(at least initially) a common conceptual frame, lexicon, canonical literature, and set of
problematic questions about technology to pursue. Founded in 1976, the Society for
Philosophy and Technology gave the first formal unity to an international community
of academics for whom technology was not merely a derivative interest in service to
philosophy of science or political philosophy, but was a subject worthy of philosoph-
ical understanding in its own right. In 1995, the society established its own journal,
Techné: Research in Philosophy and Technology. Yet the self-destructive and provincial
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tendencies engendered by the growing ‘analytic-continental divide’ in postwar aca-
demic philosophy meant that late twentieth century philosophy of technology, marked
as it was by its close affiliations with continental phenomenology and critical theory,
would for a time suffer from the same sort of intellectual self-confinement that has
afflicted many analytic philosophical communities in parallel. The philosophy of tech-
nology might have become quite insular and sterile, in fact, were it not for three further
contemporary developments.

The first was the growing engagement of philosophy of technology with the interdis-
ciplinary field of STS (Science and Technology Studies), enabling new methodologies,
literatures, and conceptual framings to be injected into both discourses. Just as ana-
lytic philosophy of science began to stretch beyond its narrow logical preoccupations
to respond to sociological, historical, and political questions posed by the STS litera-
ture, continental philosophers of technology were compelled to do the same, resulting
in insights newly enriched by the social and historical perspectives of scholars such as
Bruno Latour and Steve Woolgar. The second shift was a growing consensus that, fol-
lowing successive revelations of the depth and apparent philosophical sincerity of
Heidegger’s anti-Semitism (Mitchell and Trawny 2017), the field needed to extricate it-
self from reliance upon his philosophical framing. The third and most recent shift has
been the evident and growing need for philosophy of technology as a practical tool of
analysis, one that can aid technologists, engineers, policymakers, and technology users
in better understanding and more wisely shaping the core technological dimensions
of social life. Thus by the start of the twenty-first century, philosophy of technology
had begun to move away from essentialist inquiries about technology as a dimen-
sion of human nature and overarching force in history, and toward questions about
the meaning and empirical significance of specific, contemporary technoscientific
developments in fields ranging from biotechnology and nanotechnology to computing,
cognitive science, and robotics—a phenomenon that came to be known as the ‘empirical
turn’ (Achterhuis 2001).

The chapters that follow, as described more fully in the next two sections, largely trace
the living problems of the field in the wake of the empirical turn. These are multiple and
rich. But it must be noted that the field has yet to fully confront the contingencies and
omissions of its peculiar history. With rare exceptions, the ancient Greek philosophical
project and the contemporary European and Anglo-American philosophies descended
from it remain marred by a deep and latent intellectual bias against the technological
that has allowed our understanding of this dimension of our nature to remain occluded
and partial, even as it became the most distinctive and transformative feature of modern
and contemporary life. Moreover, insofar as the technological has been confronted as a
philosophical question, the question remains largely framed only in light of a moribund
hierarchy in which the productive force of technology in games of economic, military,
and scientific domination still claims the highest rung. The many roles that technologies
and the technical imagination play in the broader aesthetic, moral, psychological, do-
mestic, and cultural dimensions of human life remain profoundly undertheorized in
academic philosophy, especially when compared with far richer and more expansive



INTRODUCING THE PHILOSOPHY OF TECHNOLOGY 7

bodies of work in sociology, anthropology, and history of technology and technological
practices.

The consequences of these omissions go beyond intellectual inadequacy. They have
inhibited the emergence of new philosophical visions of our human relationship to
technology: such visions as might see a way forward to new, more socially and environ-
mentally sustainable futures than those toward which we remain relentlessly anchored
by our clinging to outmoded, impoverished hierarchies of value and human worth. In
the kinds of technomoral futures we might have envisioned instead, technologies would
be conceivable as more than deterministic engines of economic production, exploita-
tion, and political domination whose harms and risks can at best only be mitigated and
contained. In a different world, built with more expansive and inclusive philosophical
imaginations, technologies and technique could have been seen—and might still be
seen—as expressions of human freedom in solidarity with others, even as new avenues
for the materialization of love. Technologies can be, and often have been, engines not
merely of war and wealth, but also of creative play, artistic expression, social care, ser-
vice, and comfort to others. Many of the chapters herein explore the renewal and ex-
pansion of such possibilities, and in them, I believe, lie our best philosophical hopes for
finally, belatedly, becoming wise about technology.

2. THE STRUCTURE OF THE VOLUME

A volume such as this admits of many possible principles of organization, and no one
model is obviously superior. The structure of this particular Handbook was chosen in
order to reinforce the importance of a philosophy of technology not merely as a narrow
subspecialty, but as a cross-cutting inquiry that does and must inform nearly every other
established domain of philosophy, while drawing from and contributing to closely re-
lated fields including science and technology studies (STS), anthropology, history and
sociology of technology, and media and information studies.

The methodologies, vocabularies, and literatures employed in the sections and
chapters herein frequently cut across the continental and analytic, conceptual and em-
pirical, theoretical and practical divides. Contributors range from early founders and
established leaders of the English-speaking research community to emerging scholars
opening entirely new horizons of research. The chapters, themes, and perspectives
in this volume thus represent a rich, diverse, and expanding subject area of vital and
growing importance to scholars, policymakers, and practitioners worldwide—while the
field itself still suffers, as do virtually all Anglophone philosophical communities, from
acute failures of representation and inclusion; a theme that is itself taken up by a number
of authors.

Each of the seven sections of this volume reflect a familiar and well-established
thematic cluster of philosophical research, so that those new to the philosophy of
technology, who might open this volume wondering where technology “fits” in the
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traditional philosophical landscape, have their answer: everywhere. There is no com-
plete epistemological theory, philosophy of mind, philosophy of science, or history of
philosophy itself that does not account for the role of technologies and technique in the
production and justification of human knowledge, thought, experience, and wisdom.
There is no adequate political theory of justice that does not incorporate an under-
standing of technology as a source and expression of both human power and freedom.
There is no comprehensive ethics that does not address technology’s role in shaping and
materializing human values in action, and in constructing and negotiating multiple
visions of the good life. In addition to these intersections, the sections that follow reveal
the philosophy of technology as a vital domain of understanding for philosophical met-
aphysics, aesthetics, and environmental philosophy.

Yet all choices carry a cost, and this particular organizational framing leaves unful-
filled at least one other possibility: that a mature philosophy of technology might show
us how to reconstruct our familiar philosophical taxonomy and traditional lexicon in
new and more fruitful ways. I leave it open to this volume’s readers, and to new genera-
tions of philosophers, to consider whether or how this might be done.

3. OVERVIEW OF SECTIONS AND CHAPTERS

Section One: Histories and Methodologies in the
Philosophy of Technology

This section of the volume explores the histories and methodologies that have shaped
the development of philosophy of technology as a field and that condition its present
prospects and possible future trajectories. The historical orientation of these chapters
is not one of passive survey; each one is carried out in the mode of active and vital
contestation of the boundaries, legitimate aims, and conceptual tools of the field. This
section thus forcefully engages multiple controversies that mark the field’s temporal
and conceptual arcs, including the relationship between continental and analytic phi-
losophy of technology; the divergence of the ‘empirical turn’ from prior essentialist
analyses; the proper role of critique in technology ethics; and the means by which
the philosophical legitimacy and practical contributions of the field might best be
secured.

Chapter 2, by Carl Mitcham, revisits three twentieth century European thinkers who
have profoundly shaped our understanding of technology: Alan Turing, Jacques Ellul,
and Martin Heidegger, in order to ask in which of these “classic” works, now often read
as merely historical legacies to be surpassed, we might discover still-living issues for the
field. In Chapter 3, Peter-Paul Verbeek asks a similar question from the reverse of this
temporal angle, focusing on the early twenty-first century ‘empirical turn’ in philosophy
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of technology that sought to leave its twentieth century essentialist legacy behind.
Verbeek asks how further “turns” might build upon the empirical transition from a phi-
losophy of technology, to philosophy from and for technology. Chapter 4 engages with
the impact of the ‘continental/analytic divide’ on philosophy of technology’s past and
present. In it, Maarten Franssen argues that this divide has contributed to the delayed
maturity of the field and its failure to consolidate into a coherent whole, proposing that
a further tripartite division of the field might be necessary to secure its future. Finally,
Chapter 5 offers a provocation from Don Howard, who argues that the field remains
inhibited by an immature and reactionary techno-pessimism inherited from its twen-
tieth century roots, one that must be rejected in favor of philosophical collaboration
with scientists, technologists, and policymakers who seek to embrace technology’s
amelioratory possibilities for human flourishing.

Section Two: Technology and Epistemology

Here we explore the links between technology and epistemology, broadly construed, be-
ginning with A. S. Aurora Hoel’s analysis in Chapter 6 of the epistemic role of scientific
instruments as adaptive mediators of knowledge. She draws upon Gilbert Simondon’s
model of ecological relationality to argue for the prospect of new epistemologies centered
on technological mediation that help us transcend the sterile, deadlocked framing of the
‘science wars. In Chapter 7, Wybo Houkes and Anthonie W. M. Meijers articulate a philos-
ophy of engineering knowledge that integrates recent work in the philosophy of science to
enable a new understanding of the epistemic activities, rules, and values that govern design.

Chapter 8 explores the epistemic import of Beth Preston’s analyses of the technical
functions of artifacts; in it, Preston draws upon the ‘continuum problem’ in classifying
technical functions to defend a view of scientific classification as an epistemic rather
than ontological project. Section Two concludes with Sage Cammers-Goodwin’s use
in Chapter 9 of standpoint epistemology and ‘hostile design’ literature to critique the
tacit and exclusionary assumptions present in contemporary ‘smart city’ discourse and
initiatives, which systematically devalue or omit the specialized knowledge possessed
by city dwellers, especially marginalized citizens whose needs and understandings of
city life are systematically ignored.

Section Three: Technology, Power, and Politics

This section explores the intersections between technology, power, freedom, justice, and
identity. It begins with Chapter 10’s meta-analysis by Adam Briggle of the politics of phi-
losophy of technology as a field, offering both a defense and a critique of the technique(s)
of philosophy of technology itself, and suggestions for future reform. In Chapter 11,
Alison Adam deploys a postcolonial critique of traditional accounts of how scientific and
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technological knowledge emerge and travel, drawing upon historical and sociological
analysis of the development and dissemination of technologies of identification in colo-
nial India. Chapter 12 provides a Rawlsian analysis of information technologies’ impact
upon social justice and identity; in it, Anna Lauren Hoffmann develops a notion of the
“sociotechnical bases of self-respect” to better account for how information technologies
condition opportunities for dignity and justice in liberal democratic societies.

Chapter 13 offers John Danaher’s account of the rise of ‘algocracies—modes of algo-
rithmic governance that challenge utopian hopes about the liberatory potential of digital
technologies. Danaher argues for a broader conception of both freedom and algocracy
that can clarify both the emancipatory and oppressive possibilities of algorithmic gov-
ernance. Finally, in Chapter 14, Anna Gotlib argues for a refocusing of political philos-
ophy of technology upon the identity-constituting effects of technological innovations,
especially in the domain of biotechnology, where the identities of the vulnerable and
oppressed stand in particular danger.

Section Four: Technology, Metaphysics, and Language

This section offers diverse accounts of the role technologies play in constituting our-
selves and our realities, beginning with Ciano Aydin’s analysis in Chapter 15 of the ‘tech-
nological uncanny’ evoked in the well-known phenomenon of the ‘uncanny valley’
produced by humanoid robots. Aydin draws upon empirical studies of the phenomenon
along with existential and psychological perspectives from Freud, Lacan, and Nancy to
develop a new explanation of the technological uncanny as pointing, not to an emo-
tional or evolutionary affront by the humanoid, but to an existential-metaphysical gap
in our own self-understanding. In Chapter 16, Massimo Durante turns the metaphysical
lens upon the virtual domain, drawing upon Floridi’s philosophy of information to re-
veal how our traditional ontologies and metaphysical frameworks are (or are not) chal-
lenged by the digital enabling of new virtual and hybrid or ‘mixed’ realities.

Chapter 17 turns to exploring the undertheorized intersections between technology
and language. Mark Coeckelbergh analyzes what philosophers who study the former
(especially in the post-phenomenological tradition) can learn from those who study
the latter, and how bridges from the work of Searle, Ricoeur, and Wittgenstein on lan-
guage can help us better understand technology and the material and linguistic media-
tion of human-technology-world relations. In Chapter 18, D. E. Wittkower develops a
post-phenomenological account of artificial virtual assistants and ‘bots’ such as Alexa.
Wittkower draws upon Nagel and Dennett’s ideas about mind and intentionality to re-
veal how the functional design of agents like Alexa demand that users consistently at-
tribute intentional states to machines that they cannot possess; the result is a growing
practice of holding and acting upon fictitious theories of mind about such agents,
with affordances and consequences we have yet to fully understand. Finally, Robert
Rosenberger’s contribution in Chapter 19 revisits Ihde’s postphenomenological account
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of technological ‘multistability’ to open radical new questions about the philosophical
project of seeking to return to the ‘things themselves’ in an era that generates ever-new
ontological relations with technologies.

Section Five: Technology, Aesthetics, and Design

This section explores the role of technology in our experience of the built world. In
Chapter 20, Philip Brey provides an account of engineering design as a human prac-
tice, and in its normative dimension as a practice that embeds moral, social, and polit-
ical values and choices—with implications both for the notion of “good design” and the
“good society” Chapter 21 turns to the aesthetic dimensions of design and experience
enabled by new virtual reality media; in it, Grant Tavinor explores their novelties and
their continuities with pre-digital techniques in artistic perspectival depiction.

Chapter 22 returns to the subject of engineering design, this time in the context of
the evaluation, validation, and management of design outcomes and methods. Pieter
Vermaas draws upon the varied literature in design thinking and methods, using a
case study in urban design of an entertainment district to demonstrate the complex
challenges of design evaluation and management and the need for philosophers of tech-
nology to attend more carefully to them. The section concludes with Sanna Lehtinen’s
analysis in Chapter 23 of the intersection of philosophy of technology with urban aes-
thetics; Lehtinen argues that a more robust philosophical understanding of how new
technologies condition and transform our aesthetic experience and opportunities in
urban environments can yield important dividends for the future of city life.

Section Six: Technology, Health, and the Environment

This section focuses on the ways in which recent technological narratives, choices, and
affordances have shaped and continue to shape our relationships to living and natural
systems in our own bodies and ecosystems. In Chapter 24, Julia D. Gibson and Kyle
Powys Whyte explore the narrative dimensions of environmental futurism in both phi-
losophy of technology and science fiction, and how these each project underexamined
and limited concerns, assumptions, and values into the lives of subsequent generations
increasingly threatened by the climate crisis. Revealing the imaginative constraints
of industrialization, capitalism, and colonialism on our powers of vision, Gibson and
Whyte consider how more inclusive futurist narratives in philosophy and fiction might
do better at heeding the increasingly urgent call for global climate justice.

Chapter 25 turns to the domain of agricultural biotechnology to examine the policy
and political challenges of emerging technology governance in domains where deep and
enduring value conflicts repeatedly block compromise and cooperation. Samantha Noll
employs a case study of North American debate over genetically modified organisms
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(GMOs) to develop a practical framework for “unfreezing” value conflicts that obstruct
fruitful consensus in environmental and biotechnology policy.

In Chapter 26, Ashley Shew employs a synthesis of philosophy of technology and
disability studies to critique naive and exclusionary narratives in futurist and transhu-
manist discourse about the utopian prospects of ‘cyborg’ transformations of human
bodies. She argues that only by reprioritizing the long-neglected lived experiences
and expertise of existing cyborgs, that is, disabled people with already-technologized
‘bodyminds, can we guide ourselves wisely into our futures. Chapter 27 concludes the
section by exploring the vast range of ethical quandaries posed by the emerging pros-
pect of widely expanded human activity in outer space. From commercial space tourism
to space militarization to terraforming and space colonization, Keith Abney reveals both
the vast new frontiers of space ethics and the troubling complexities that arise when new
technology enables previously Earthbound ethical debates to be transported into non-
terrestrial environments.

Section Seven: Technology and the Good Life

This section concludes the volume with what can only be an incomplete sample of a
theme that has arguably occupied the vast majority of philosophers of technology in
one way or another. Indeed, the relationship between technology and ethics—whether
in the context of justice, freedom, identity, sustainability, health, responsible design
and engineering, or sound public policy—is already woven throughout many other
chapters in the volume, as it must be. For if anything true can be said of technology as
a whole, it is that it expresses and materializes human values and needs at every turn,
even when it is harmful or misused. Thus ethics is never far away from a philosophy of
technology.

This final section, then, does not survey or confine this domain. Indeed, the task would
be impossible, as entire Handbooks have been dedicated to the research within single
subareas of technology ethics, such as the Oxford Handbook of Ethics of AI (Dubber et al.
2020) and the Oxford Handbook of Digital Ethics (Véliz, forthcoming). Instead, Section
Seven reflects a particular lens we may use to look at the ethics of technology as a whole.
Its focal point is not the level of individual right action in the present technosocial mi-
lieu, but the level of human flourishing as an unrealized set of technosocial possibilities
that lie in our future. The closing section of this volume is devoted to possible futures in
which human moral character, virtue, care, and community are recognized as necessary
conditions of living well with technology.

The section begins with Barbro Fréding’s analysis in Chapter 28 of the prospects of
emerging technology-enabled cognitive enhancement for human flourishing. Drawing
upon examples of cognitive enhancement by means of computer training, transcranial
direct stimulation, neuro/biofeedback, and brain-computer interfaces, Froding
proposes virtue ethics as a motivating and constraining condition of the ethical devel-
opment and use of cognitive enhancement technologies. In Chapter 29, Charles Ess
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turns to the existential legacy of the Epic of Gilgamesh to draw out an philosophical an-
thropology in which the emancipatory conditions of flourishing with technologies are
revealed through our nature as embodied, relational beings. Synthesizing perspectives
from Enlightenment, Romantic, feminist, and virtue ethical accounts of human flour-
ishing with technology, Ess argues for the cultivation of new courage to “hack” and re-
shape more liberated and liberating relationships to technology.

In Chapter 30, Pak-Hang Wong reflects on recent attempts to introduce Confucian
value perspectives into the ethics and philosophy of technology. Wong argues that these
attempts have yet to adequately incorporate the central role of ritual (Li) in Confucian
thought, and demonstrates how renewed attention to the aesthetic, formative, and com-
municative functions of Li can answer the question of why Confucianism matters to
technology ethics. In Chapter 31, Aimee van Wynsberghe uses an analysis of the ethics
of humanitarian uses of robots to show how feminist care ethics can supply a more ro-
bust and satisfactory normative orientation to the philosophy and ethics of emerging
technologies. Finally, Chapter 32 concludes the volume with Deborah G. Johnson’s
analysis of how the conditions of the good life with technology have been consistently
framed in terms of the weighing of emerging technology’s promises and perils. By
deploying the sociotechnical systems perspective, Johnson explores how such framings
are challenged by the inherent uncertainties that continue to limit our vision of techno-
logical futures.

4. A CONCLUSION, AN INDICTMENT,
AND A CALL

The philosophy of technology had a late start, and it still carries with it the unresolved
tensions, ambiguities, and anxieties about technology’s relationship to humanity and
the good life that have nagged us since Plato first set techné aside from wisdom. The
accelerating technosocial transformations of the modern and contemporary era, and
their yet unreconciled consequences for human political life and the sustainability of the
planet, have only amplified philosophical anxieties and unease about technology.

And yet this is precisely why philosophers—in far more expansive and inclusive
numbers—are called, now more than ever, to attend to technology. The price of ignoring
techné as beneath philosophical interest, of laboring under the illusion that tech-
nology consists of “mere tools” of ephemeral consequence rather than fundamental
dimensions of our existence, has already been far too high. The most acute cost by far
has been philosophy’s failure to equip the human family with the habits of mind and
action needed to competently manage, much less prevent, the existential threats to our
polities and our planet currently posed by our long-disordered technological practices:
practices that have for millennia been allowed, by active neglect as much as by circum-
stance, to develop in a manner that is profoundly mindless.
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This is not an indictment of technology—but it is a stain on philosophy, as a human
cultural practice devoted to the prevention of mindless living. And there are no
guarantees to be had that it is not too late. As philosopher and theologian Hans Jonas
observed decades ago:

With the apocalyptic pregnancy of our actions, that very knowledge which we lack
has become more urgently needed than at any other stage in the adventure of man-
kind. Alas, urgency is no promise of success (1973, 52).

There are also no guarantees that the learned, privileged, and often inward-looking
habits of present-day academic philosophy are still the habits we need. Is the kind of
wisdom Jonas calls for, the kind that with courage and humility heeds the call not only
to knowledge but to responsibility, still living and vital within the philosophical commu-
nity? If not, where may it be found?

This raises to an ultimate pitch the old question of the power of the wise, or the force
of ideas not allied to self-interest, in the body politic. What force shall represent the
future in the present?

(Jonas 1973, 51)

Philosophy still has a role to play in representing the future, though its claims to be able
to do so justly and wisely are profoundly diminished in legitimacy by the gatekeeping
that still prevents our discipline’s academic membership from representing the human
family in any meaningful sense. Academic philosophy would need to constitute a very
different community of practice before it could be judged to represent the body pol-
itic, much less the “force of ideas not allied to self-interest” within it. And if the “power
of the wise” were to at last begin to shape our futures with technology, it would not be
philosophers alone, but creators, leaders, and community voices of every stripe who
would embody it. Most important, it would have to be guided by the wisdom of those
who Plato and Aristotle long ago expelled from both philosophy and power—persons
who embody the art of technique in the necessary service and care of others.

Thus humility and respect, virtues with which philosophers characteristically
struggle (to put it mildly), must become far more constant companions of our pursuit
of wisdom. Yet, in the absence of adequate philosophical engagement with technology,
its rigorous academic study will continue to be left to empirical sciences that can only
tell us what human artifacts and techniques are and have been, how they are and have
been embedded in our lives—but not what our lives with technology might be, or how
they should be freed to become, for us and for future generations. The contributions in
this volume reflect an enduring and growing communal effort to respond to this ur-
gent call, one that I hope many new others will join in the living spirit of philosophical
wisdom.
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NoTE

1. See Roochnik (1998) on attempts to reconcile the technical arts and moral wisdom in Plato,
which he concludes are unsuccessful.
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CARL MITCHAM

REceNTLY a Dutch colleague and I were commiserating about our overflowing
bookshelves and how we couldn’t keep up with everything being published about philo-
sophical issues related to technology. We wondered whether it might not be just as good
to go back and re-read the books already in our libraries. We agreed that in post-World
War II Europe, technology as a philosophical problem began to precipitate out in dif-
ferent ways in different linguistic communities, from where it drifted into more general
philosophical discourse, even if the term “philosophy of technology” didn’t arrive until
later. But there we left it.

A few months later I was drafting the syllabus for a graduate seminar introducing
students at Renmin University of China to Western philosophy of technology. Recalling
the earlier discussion, I decided to take seriously the hypothesis that some works resting
on my office shelves might have more salience than they were receiving today amidst the
publishing frenzy that has engulfed the academic world, especially as transformed by in-
stitutional demands, digital dissemination, and social media. As someone who came of
philosophical age during the 1960s questioning of American technopolitical hegemony,
I had initially relied for guidance on a set of thinkers who have since become somewhat
marginalized. Under the banners of “postphenomenology” (Thde 1993) and an “empir-
ical turn” (Kroes and Meijers 2000; Achterhuis 2001), along with analytic pragmatism,
in many English-speaking quarters the philosophy of technology has become narrowed
down to the analysis of particular cases having to do with particular technologies. My
own work had become centered in engineering ethics. So I decided as a pedagogical ex-
periment to conduct a graduate seminar dedicated to what may be called “classic” (if not
exactly canonical) European texts in philosophy of technology, inquiring to what extent
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they continued to present living issues. What follows reflects in part responses from the
Chinese students in that seminar during the spring semesters of 2018 and 2019 as they
joined me in looking back at a peculiarly fertile period in the emergence of philosoph-
ical engagement with technology.

1. WHAT Is CLASSIC EUROPEAN
PHILOSOPHY OF TECHNOLOGY?

“Classic” is a contestable term. Here classic European philosophy of technology is
anchored in the recognition of modern engineering and technology as a historically
unique, science-associated form of designing, producing, and using artifacts that began
with the Industrial Revolution and has since progressively transformed itself and the
world. Efforts to think critically rather than promotionally about this mutation in the
means of production and use can be traced back to Jean-Jacques Rousseau (1712-1778),
Jeremy Bentham (1748-1832), Robert Owen (1771-1858), and Karl Marx (1818-1883) and
led eventually to a privileging of “technology” as a socio-cultural force. The concep-
tual focus blossomed in the 1950s through the 1970s primarily in the United Kingdom,
Germany, France, and the United States—only to undergo critical trimming if not defla-
tion. Hence the question: To what extent is, are, or ought work at the root of this initial
flowering continue to be studied? Is this philosophy past what post-classical philoso-
pher of technology Don Thde (2018) calls its shelf life?

Consider three key texts from England, France, and Germany: Alan Turing’s
“Computing Machinery and Intelligence” (1950), Jacques Ellul's La Technique ou 'Enjeu
du siécle (1954), and Martin Heidegger’s “Die Frage nach der Technik” (1954). Each
represents a different approach not just to technology but to philosophy, and can reason-
ably be considered classic by virtue of referential persistence. It was a pivotal time, from
which we look forward and backward. Turing did conceptual analytic work on com-
puting and information technology. Ellul developed a theory of society transformed by
technology. Heidegger advanced a phenomenological reflection on Technik leading to
ontological claims. They thus initiated traditions of analytic, social-political, and meta-
physical philosophy of technology that continue to cast shadows into the present. But to
what degree do the particulars of that originary work still nurture philosophical engage-
ment with technology? Or is their work better simply referenced then left behind?

2. ALAN TURING AND ARTIFICIAL
INTELLIGENCE

Although he died young (age 42, perhaps by suicide) and did not publish much, in pop-
ular culture Turing is undoubtedly the most living of the three. As a minor contributor
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to the Allied victory in World War IT who was nevertheless punished for his homosex-
uality, he has been the subject of a biography (Alan Turing: The Enigma, 1983), a play
(Breaking the Code, 1986), a TV film (Codebreaker, 2011), an Oscar-winning movie (The
Imitation Game, 2014), an opera (The Life and Deaths of Alan Turing, 2014), and nu-
merous studies. Philosophically, Turing was a member of the highly influential com-
munity of scholars centered around Ludwig Wittgenstein, with whom he argued about
issues in the ontology of mathematics. His formulation of the imitation game as a substi-
tute for the question “Can machines think?” remains a standard trope in analytic philos-
ophy of artificial intelligence (AI).

The paper that develops the imitation game is a modest 27 pages divided into
seven sections (Turing 1950). The first three simply describe the game, defend its
operationalizing of a vague or ambiguous question, and define its boundaries. Read
with hindsight, the fact that the game was initially outlined as the interrogation of a man
(A) and a woman (B) by an interrogator (C), who was tasked with determining which is
which, when A and B are free to dissemble, cannot help but be interpreted in psycholog-
ical terms. In Turing’s adaptation, B is replaced by a computer and C is tasked with deter-
mining through textual interrogation alone which is human. (Through text alone, could
C ever average better than 50% on the original game?) Sections four and five of Turing’s
paper add specifications with technical details about digital computers. Section six,
the longest section by far (close to half the paper), considers a series of nine objections.
A final and second longest section considers the possibility of learning machines.

The nine objections provide a convenient framework for assessing philosophical
viabilities in this classic text. The first two objections didn’t have much life in them even
for Turing. A “theological objection” was that God gave humans but not computers a
thinking, immortal soul. A “heads in the sand” objection had computers as just too
scary to think about.

The third “mathematical objection” suggested that Kurt Godel’s incompleteness the-
orem might make the algorithmic imitation of human thinking impossible. According
to Godel, no formal axiomatic system strong enough to model basic arithmetic is also
able to prove all arithmetic truths. Philosopher J. R. Lucas (1961) and physicist Roger
Penrose (1989) developed versions of the argument to deny the possibility of “strong
AT” (a computer with truly human cognitive abilities). The issue plays a role in neurosci-
entist Douglas Hofstadter’s popular science book on Gédel, Escher, Bach (1979). In this
narrow form it is nevertheless today a challenge on life support.

A fourth “argument from consciousness” (along with a fifth “argument from various
disabilities” which contains “disguised forms of the argument from consciousness”)
remains very much a living issue in the philosophy of mind. Turing here anticipated
debates on the possibilities of machine consciousness that remain basic to the philos-
ophy of computers spanning the thought of Hubert Dreyfus and John Searle to David
Chalmers and Daniel Dennett.

The next two arguments also remain living issues: “Lady Lovelace’s objection” is that
computers are just dumb machines that can only do what they are programmed to do.
An “argument from continuity of the nervous system” asks whether the output of the
human brain, which is not a discrete state machine (with clear on-off registers), can be
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imitated by a computer, which is a discrete state machine. These issues too continue
as topics in philosophical debates, both technical and popular, about AI, both strong
and weak.

An “argument from the informality of behavior” turns on a distinction between laws
for the operation of a computer and rules for human behavior, rules which may or may
not be followed. A strong version of this asserts that humans are free and computers
are not. The issue thus becomes one between freedom and determinism, another con-
tinuing topic related to the technological modeling and possible control of human
behavior.

The last “argument from extra-sensory perception” is the strangest of the nine but, re-
markably, the one Turing maintained was “quite a strong one” (Turing 1950, 453), which
makes it even more strange. Turing asserts that at least for one form of extra-sensory
perception, “the statistical evidence ... is overwhelming” (453). This objection is clearly
a dead issue, except among new age enthusiasts.

Following review of these nine objections, Turing writes that he has spent so much
time considering objections because he “has no very convincing arguments of a posi-
tive nature to support [his] views” that “in about fifty years’ time [computers will] play
the imitation game so well” that an interrogator will not be able to correctly distinguish
between computers and humans more than 70 percent of the time after five minutes
of questioning (442). Since he thinks the main barrier to reaching this goal will not be
hardware development but software, he focused the rest of his article on the theory of
“learning machines”—a topic that remains vitally engaging.

Post-Turing computer research underwent inflationary development (including
coining of the term “AI”) but then during the 1970s experienced a period of re-
trenchment and reduced funding (the “AI winter”) followed by renewed optimisms.
Philosophical interests have tended, with some lag time, to track that and subsequent
cycles. In the process, information machines have become increasingly recognized
as topics of significant epistemological and ontological interest, from discussions of
human-computer symbiotic cognition to cyborg transhumanism. Turing was clearly a
pioneer in this area so that at least historical appreciation of related contemporary dis-
course can be enriched by revisiting his work.

Moreover, the élan vital of Turing’s analytic practice is such that it has migrated from
computers and information technology into a host of other fields: nuclear weapons and
power, biomedicine, engineering professionalism, environmental engineering, com-
munications and media, biotechnology, genetic engineering, nano-engineering, and
more. In each area specific issues are raised, subjected to conceptual refinement, and
assessed by considering the strengths and weaknesses of arguments related to questions,
most commonly, of knowledge or ethics.

In Turing, however, the topic of ethics is conspicuously absent. Turing did not
consider any moral objections to making computers think or some of the ethical
complications that might follow the successful design and construction of imitation
game-winning computers, much less the emergence of automatons and intelligent
robots. Here another engineer from the same period was the leader: Norbert Wiener
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(1894-1964). Wiener’s The Human Use of Human Beings, published the same year as
Turing’s paper, initiated another whole dimension of philosophical reflection on Al
Research in computer ethics has in fact been the leading area of philosophical growth,
especially in conjunction with the increased infusion of “smart devices” into an internet
of things and the ever more expansive quotidian processing of big data. In these areas
Turing is less relevant, except insofar as his personal contributions to the earliest form
of computer surveillance warfare can be looked back on as an anticipation of threats to
come in civilian as well as military affairs.

3. ELLUL AND THE TECHNOLOGICAL
SOCIETY IN FRANCE AND IN AMERICA

Jacques Ellul was heir to a tradition of thinking found in such classical sociologists as his
compatriot Emile Durkheim (1858-1917). Like Durkheim, Ellul was born in Bordeaux,
where, unlike Durkheim, he remained during a long professional and extremely pro-
ductive life. However, in part because he did not move to Paris, he remained marginal
among French intellectual elites, despite authoring a multi-volume textbook, Histoire
des institutions, used in the law curriculum nationwide. His insertion into philosophy of
technology occurred in the context of a historically contingent popularity in the United
States among one of two mostly non-overlapping groups: evangelical Christians and
left-leaning political activists (see Mitcham 1993).

This bimodal attention reflects what Ellul himself described as the dialectical char-
acter of his thinking. His writings (at least through the 1970s) were of two types: socio-
logical and theological (as a committed Protestant). On the one hand, he pursued social
science studies of how various aspects of the world appeared from a strictly secular per-
spective; he then complemented these with studies examining the same phenomena
from the point of view of the Bible. Biblical studies dealing with the challenges of a post-
Christian secular world appealed to evangelical Americans struggling with 1950s ma-
terialism and 1960s cultural liberations. Neither approach gained much traction in the
academic philosophical community, certainly not in the English-speaking world. In a
paradox of contemporary intellectual culture, Ellul’s sociological theory of technology
achieved a cardboard cutout currency that allowed it to be easily dismissed.

When the secular study of La Technique ou I'Enjeu du siécle originally appeared in
1954, it received almost no attention outside the French evangelical community. A
decade later in southern California, Aldous Huxley recommended to the Center for the
Study of Democratic Institutions, a small think tank looking for projects, that the book
deserved translation. In 1964 an English version appeared as The Technological Society,
and in the lead-up to publication the Center sponsored a symposium, the proceed-
ings of which were collected in a theme issue of Technology and Culture, the journal
of the Society for the History of Technology. Ellul's written contribution to this 1962
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conference (he did not attend personally), together with his book, became a touch-
stone in early ethical-political debates about the technological transformation of the
social order.

Ellul’s symposium paper, “The Technological Order;” briefly summarized the thesis
of his book, that technique has become what Durkheim would have called a “social fact”
and Marx a “social relation” or force that influences behavior independent of any indi-
vidual user. In the 1940s Ellul “grew more and more convinced that technology is the
element that would have caught [Marx’s] attention” (Ellul 2004, 27). “So [he] began to
study Technique, using a method as similar as possible to the one Marx used a century
earlier to study capitalism” (Ellul 1982, 176). The basic “characterology” of Technique
reveals it to be artificial (i.e., human made), semi-autonomous with respect to other so-
cial institutions, self-determining, expanding on its own terms, and constituted by a
tightly interwoven linkage of means. “Technique has become the new milieu, all social
phenomena are situated in it” (395).

Ellul’s concept of Technique (sometimes written with a capital T) is challenging. He
does not write about technologie, which in French refers to the study of techniques.
Instead, he wants to talk about a special mode of practice that has become a new,
dominating social phenomenon, as signaled by the capital T (the same way in French it
is common to refer to the “State” as a phenomenon at a higher level of abstraction than
a “state”), which is as present in management as in engineering. A comparison can be
made with what another social scientist, George Ritzer, calls “McDonaldization”: the
strong tendency of “the principles of the fast-food restaurant [efficiency, calculability,
predictability, and control] ... to dominate more and more sectors of American society
as well as of the rest of the world” (Ritzer 1993, 1). In his book, Ellul distinguished be-
tween technical operations (the plethora of technical skills that people have always used
to do specific things) and the technical phenomenon (the integration of differentiated
skills into a system); the former does not create a technological society, the latter does—
as in the way that the principles of McDonaldization have defused into politics, sports,
religious services, and the multiple network relationships of supply chain capitalism.

A six thousand-word appendix to “The Technological Order” adds to his original
characterology an argument for the ambiguity of technical progress and exhibits well
Ellul’s typically mid-level social theoretical method. He eschews the label “philosopher;”
yet his social theory occupies a possibility space more grounded than the speculations
of British idealism (which G. E. Moore and Bertrand Russell analytically buried in the
early twentieth century) and more abstract than strictly data-based social science be-
haviorism (with its oftshoot into experimental philosophy). Although he did no original
empirical research, Ellul drew extensively on a wealth of research by others, as well as on
common-sense experience available to any reflective participant in the mid-twentieth
century European lifeworld, so as to abduct concepts that could facilitate critical cul-
tural self-examination.

In this spirit, the core of his essay sought to place the emergent phenomenon of tech-
nique into larger philosophical perspective by examining multiple observations about
technological society current at the time. In the process, Ellul first identified what he
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saw as “fake problems”: disagreeable features such as urbanization and pollution, the
weakening of morals (in the sense of received social conventions), the sterilization of
art, and the diminution of emotional life. Ellul thought Technique would eventually
be able to solve these problems. The solution to such (fake) problems of technology is
simply more technology. Technology can clean up the pollution it causes. It will become
a platform for new social conventions and forms of art. Emotional life will find new
expressions.

A second, central section, spells out what Ellul considered the real problems posed
by technological development in terms of a double question: Is the human being able to
remain sujet in a world of proliferating means? “Can a new civilization appear inclusive
of Technique?” (398).

Interpreting the first version is complicated by lack of a French text. The translator
gives, “Is man able to remain master in a world of means?” but notes that “master” is his
rendering of the French sujet, since “subject” would be wholly misleading. Ellul is not
asking whether humans can remain subject to technique. Ellul’s elaboration, however,
renders “master” itself inadequate. For Ellul, the uniqueness of human history has been
achievement of a subjectivity that experiences itself as not wholly subordinate to its mi-
lieu, whether natural or social. The question is whether this subjectivity, this liberty, can
be retained and cultivated in a new technological milieu. The question is whether the
human is “capable of giving direction and orientation to Technique” (399). According to
Ellul, although philosophers, engineers, scientists, and politicians unite in proclaiming
the importance of values, these values either are presented to justify what already is or
“are generalities without consequence” (399).

The 1980s sociological program to disclose the social construction of science and
technology radically rejected Ellul’s claim as no more than its own generality without
empirical basis. People are socially constructing and deconstructing technologies all the
time. But is it not possible, half a century later, to see in the trajectory of technocultural
development some truth in Ellul’s questioning? Precisely where is the human mas-
tery being exercised in what Bruno Latour (2017) has described as our environmental
mutation?

The second question turns on the contested idea of civilization. For Ellul, as for
Arnold Toynbee Jr. (1934) and Norbert Elias (2000), civilization is a complex social
organization that regulates (“restrains,” for Elias) human behavior in some distinc-
tive way. We can speak of synchronic contrasts, for example, of European (Christian)
and Chinese (Confucian) civilizations. Samuel Huntington (1996) theorized a global
“clash of civilizations,” especially between Western, Islamic, and Confucian civilizing
frameworks. For Ellul, however, a more illuminating contrast is diachronic between mi-
lieux of nature (hunters and gatherers), society (based in the domestication of plants
and animals), and technique (since the Industrial Revolution).

This new technical milieu is problematic insofar as it creates a material culture that
knows little beyond aggregate growth in power and productivity eventuating in global
consumerism with an individualist market overlay. Technique tends to undermine
the qualified autonomy from all that might seek to determine me (whether nature or
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society) while accepting and acting in awareness of my frail, finite but open facticity.
Ellul nevertheless rejects any simple return to the past.

Our duty is to occupy ourselves with the dangers, errors, difficulties, and temptations
[of the present]. . . There is no possibility of turning back, of annulling, or even of
arresting technical progress. What is done is done. It is our duty to find our place in
our present situation and in no other. Nostalgia has no survival value in the modern
world and can only be considered a flight into dreamland. (403)

Analytically one can identify two paths for the exercise of this duty. One believes “that
the problem will solve itself”; the second thinks that “a great effort or even a great
modification of the whole human being” is demanded (403). The former is the ide-
ology of politicians, scientists, engineers, and economists who commit themselves to
accelerating the process. The latter is found among philosophers, of whom he mentions
Albert Einstein, Henri Bergson, and Pierre Teilhard de Chardin. Ellul himself is sym-
pathetic to Bergson’s (1932) argument for and yet skeptical about a possible supplément
diéme (supplement of soul) to rebalance the proliferation of technical powers. Unable to
conceive of any concrete program, Ellul simply itemizes five “necessary conditions for
a possible solution” (408): a correct diagnosis, an attack on the mythology of technique,
cultivation of detachment from technology, critical reflection, and sustained interaction
with scientists and engineers.

For Ellul the demythologizing of technique is ultimately a spiritual task. Parallel to
his sociological studies, beginning with Présence au monde moderne: Problémes de la
civilisation post-chrétienne (1948), Ellul undertook a series of complementary theolog-
ical analyses of technology from a biblical perspective. Over the course of five working
decades, Ellul pursued this dialectical (sociological and theological) approach in more
than 50 books to produce what is arguably the most extended critical engagement with
modern technological civilization.

Unlike Turing’s piecemeal analysis of specific issues, Ellul represents a European tra-
dition of broad social philosophical criticism in which, however, he was the first to make
technology the central theme. His tradition can be traced back to Rousseau’s, Marx’s,
and Durkheim’s efforts to analyze the pathologies of modern social institutions, es-
pecially the problematics of a social order in which religious affiliations have become
attenuated or deeply distorted. Ellul presents technology as a new dominating pres-
ence that invites contestation from a biblically informed social theory resting on the
Christian radicalism of Seren Kierkegaard and Karl Barth. In this explicit appeal to the
teaching of the Bible as a counterpoint to technological power, of revelation over against
reason, Ellul could not help but marginalize himself even more than by his choice of a
professional life in Bordeaux over one in Paris.

Within philosophy of technology, Ellul's aspiration never sprang to professional life
after the manner of Turing’s analyticism. Even though thinkers as disparate as Lewis
Mumford, Herbert Marcuse, Ivan Illich, Donald Verene, and Langdon Winner could be
described as exhibiting affinities, their work is largely dismissed in a world intellectually



WHAT IS LIVING AND WHAT IS DEAD IN PHILOSOPHY OF TECHNOLOGY? 27

flattened by commitments to innovation and technological change. The extent to which
the post-social constructivist Latour and the provocational Peter Sloterdijk ignore Ellul
remains somewhat inexplicable.

4. THE QUESTION CONCERNING HEIDEGGER
AND TECHNOLOGY

Heidegger is undoubtedly the most consequential of the three contributors to classic
European philosophy of technology considered here—and the most controversial. His
Being and Time (1927) created a revolution in phenomenology and is recognized as
one of the great works in German if not European and world philosophy. The contro-
versy is that Heidegger joined and actively supported the Nazi Party, and in posthu-
mous publications espoused anti-Semitism. This has raised a question about whether
Heidegger’s philosophy as a whole, with its argument for time as the horizon for under-
standing the meaning of being, deprives humans of a basis for judging historical actions
and is thus fundamentally nihilistic.

For Heidegger, however, nihilism is manifest in modern technology insofar as tech-
nology is accepted as a kind of fate. “The Question Concerning Technology” (the 1977
translated title of “Die Frage nach der Technik,” published in 1954) makes the argument
in three roughly equal steps. It begins by questioning the commonsense definition of
Technik or technology as a means created by humans to achieve some particular end.
Although this instrumental or anthropological account may be descriptively correct,
“the essence of technology [that is, what is most fundamentally taking place in its cre-
ation of instrumentalities] is by no means anything technological” (Heidegger 1977, 4).
As an approach to this essence Heidegger takes a detour through Aristotle’s account of
how four causes conspire to bring-forth entities and distinguishes two basic modes of
becoming: physis (nature) and poiesis (poetry or art). The sprouting and growth of an
acorn brings an oak tree into the world. The techne or craft of an artisan takes wood from
the oak and makes (poiein) a bed.

There is nevertheless more going on than just the particular outcomes of these two
modes of becoming. Each mode differentially reveals or discloses reality, that is, is a
type of aletheia (a-letheia or “un-hiding”), a Greek word rendered in English as “truth.”
“Technology is no mere means [but] a way of revealing” (12). Physis reveals the dynamic
vitality of independently emerging entities that engenders an interwoven order; the
truth of nature is cosmos. Poiesis reveals the hospitableness of nature to a human pres-
ence in the cosmos; the truth of technics is dwelling or inhabiting.

Against this background Heidegger takes a second step and asks further: What type
of truth is happening in the historically distinct form of making that is modern tech-
nology? Technik is not the same as techne. Whereas techne works in the first instance,
as in agriculture, to cultivate nature or assist its independent bringing forth of things
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that sustain human dwelling, and in a second instance, as in craft, to give to naturally
occurring materials and energies supplementary forms especially commodious to
human flourishing, modern technology imposes itself on nature. “The revealing that
holds sway throughout modern technology does not unfold into a bringing-forth in the
sense of poiesis [but] is a challenging [ Herausfordern]” (14).

The revealing that rules through modern technology has the character of a setting-
upon, in the sense of a challenging-forth. That challenging happens in that the en-
ergy concealed in nature is unlocked, what is unlocked is transformed, what is
transformed is stored up, what is stored up is, in turn, distributed, and what is dis-
tributed is switched about ever anew. Unlocking, transforming, storing, distributing,
and switching about are ways of revealing. (16)

In a word, what modern technology discloses is reality as Bestand, resource, something
able to be manipulated at will. This is the sense in which Heidegger argues technology is
nihilism. It is a power cut loose from the restraints and guidance traditionally inherent
in poiesis and techne, which must always acknowledge some measure of subservience to
nature and human inhabitation. Premodern technics was (and remains) embedded in
nature. Modern technology turns the tables and embeds nature in itself; modern tech-
nology constructs its nature.

Heidegger’s characterization of technoculture as a destruction of the craft lifeworld
ontologizes a criticism of modernity variously expressed by, among others, theologian
Romano Guardini (1927) and poet Friedrich-Georg Jiinger (1946). For Heidegger what
is taking place is not simply some human activity. Modern challenging-forth tech-
nology that reveals the world as resource itself arises from a “challenging that sets upon
humans to order the real as resource” (19). His name for this challenging that animates
human engagement in modern history as technology is Gestell (commonly translated as
“Enframing”). Gestell is the true essence of modern technology which is not itself any-
thing technological.

In a third, final step, Heidegger considers whether Gestell constitutes modern tech-
nology as fate. This is the big question concerning Heidegger and technology. “The es-
sence of modern technology [initiates a] revealing through which the real everywhere,
more or less distinctly, becomes Bestand” (24). But this human destiny “is never a fate
that compels” insofar as we become aware of what is taking place and thereby take up a
free relationship to it (25). “In this way we [sojourn] within the open space of destining,
a destining that in no way confines us to a stultified compulsion to push on blindly with
technology or, what comes to the same thing, to rebel helplessly against it and curse it as
the work of the devil” (25-26). An uncanny contradiction in Heidegger was his choice of
the violence of National Socialism as a way not to push blindly on or to helplessly rebel.

All revealing brings with it danger, and is in all of its modes necessarily danger. The
revealings of physis and poiesis both endanger more primal senses of what is; they tempt
us to think of reality as no more than a system of causal relationships or of beauty as
founded in human art. Gestell as a new way of revealing presents a still greater danger: It
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tempts human beings to think of themselves simultaneously as Bestand and as all pow-
erful. It becomes increasingly difficult for us to think in any other way. The threat from
technology “does not come in the first instance from the potentially lethal machines and
apparatus.” Instead, Gestell threatens humans with the possibility of being unable “to
enter into a more original revealing and hence to experience the call of a more primal
truth” (28). As this danger grows, however, as with all dangers, Heidegger affirms,
quoting from the poet Friedrich Holderlin, there also grows a “saving power.”

This oracular quotation can have multiple interpretations. In a psychological sense,
it is true that when caught in a bind we are often able to imagine courses of action that
eluded us in more relaxed circumstances. A more deeply provocative suggestion in the
text is that this very essay and Heidegger himself may be the saving power emerging in
our fraught time. Whereas Ellul drew inspiration from Kierkegaard’s radical Christian
criticism of secular culture, Heidegger echoes Friedrich Nietzsche’s aggrandizing con-
ception of philosophy. Maybe “only a god can save us,” but the god needs a prophet. The
posture is one that has spilled over into many of those influenced by Heidegger, even as
they profess to think against him.

On less grandiose levels, Heidegger’s problematizing of technology in phenomeno-
logical terms has been and remains animating of multiple practices. His influence, like
Turing’s, remains seminal. One cannot fully appreciate the work of major post-classical
philosophers of technology as different as Hans Jonas, Albert Borgmann, and Don Ihde
without some attention to the living influence of Heidegger. However, as with Turing,
explicit ethical and political philosophical dimensions are dormant in Heidegger and
have only been midwifed to phenomenological birth by others.

5. INDEFENSE OF THE DEAD

The three texts used here to exemplify classic European philosophy of technology have
superficial similarities. They range in length from nine to 12 thousand words and are
essay-like. A google n-gram shows that from 1950 well into to the 1980s the names
and ideas of Turing, Ellul, and Heidegger were all increasingly referenced in English
language books. It is not possible to tell from the n-gram the extent to which the
referencing was associated with an emerging philosophy of technology, but it is reason-
able to suspect that, with regard to Turing (if we include philosophy of computing as
philosophy of technology) this was very often the case; with Ellul, it might have been
half-and-half (given his bimodal influences); and with Heidegger, it was probably a
minor element (given Heidegger’s defining twentieth century presence in so many
philosophical projects). Since the 1990s, references to all three first tapered off and
then slightly declined; with Ellul the decline was most precipitous, no doubt reflecting
a culturally dominant idolization of technology and the sustained rejection of his al-
legedly monolithic view and pessimistic determinism. Referential persistence to such
contributors to philosophical reflection on technology, if nothing else, suggests that any
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tull appreciation of historical developments in the field and its current scope would ben-
efit from at least minimal acquaintance with all three.

In this respect, we can notice how Turing almost single handedly initiated a profes-
sional tradition of analytic work on computing and information technology that has
expanded into active research in the philosophy of mind and cognitive psychology. His
model of engaging not with some monolithic technology but some particular tech-
nology has been further projected into an expanding spectrum of living philosophical
engagements, from nuclear weapons to technomedical advances and nano-engineering.
Turing’s pro-attitude toward if not celebration of computers has broadly prevailed over
any skeptical stance, even when analysis has been enlivened by attention to ethical
dimensions slighted in the original. Stephen Toulmin’s (1982) observation about how
this played out in philosophical reflection on biomedical technologies makes for useful
analogy. Computer ethics has an often slighted legacy in Wiener’s (1950) less sanguine
reflections on the social implications of cybernetics, which deserves to be revisited in an
era of big data Al and algorithmic capitalism.

Ellul presents a far more problematic sociological theory of technology implicating
ethics and politics at the level of socio-historical roots. In his large body of work it is dif-
ficult not to read a paradoxical retreat in action from global to local folded in with a leap
of faith into the absolute. “Think globally, actlocally;” was his secular motto; the primacy
of Christian revelation, a sacred belief. Absent the rhetorical cleverness of many French
theorists, such an absurd combination has not unexpectedly been relegated to the
margins of viability. Modest exceptions highlight only shallow breaths of his thought, as
in Langdon Winner’s (1977 and since) persistent gadfly questioning of pro-technology
ideologies and the occasional reference to Ellul's analysis of the techniques of propa-
ganda (1965) in media and communication philosophy.

Heidegger undertook a phenomenological reflection on technology leading to on-
tological claims which, despite a manifold of rhetorical attractions has continued
to be philosophically fruitful; even when its ontological dimensions have withered,
phenomenologies of technology continue to sprout. Heidegger’s Nazism nevertheless
remains a fundamental stumbling block for which almost any reference must apologize.
In regard to technology, Heidegger now functions as a philosopher to think against as
much as with. His presence remains in attacks against him.

These three early models of analytic, social-political, and metaphysical philosophy of
technology in their differential presence return us two simple questions: To what degree
should either or all simply be referenced and left behind? Is there any sense in which to-
gether in their combined legacies they might suggest something hidden amid the works
tumbling out of our bookshelves and now swamping the document folders of our cloud
storage?

More important than either similarities or contrasts is the ease with which it is pos-
sible to engage the relevance of specific arguments in Turing and to recognize the con-
tinuing vitality, indeed dominance, of analytic practices in the philosophy of technology
versus the difficulties in discovering robust living continuations of the core features in
Ellul and Heidegger. With Ellul and Heidegger, not only is it difficult to isolate particular
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arguments that can be subjected to conceptual refinement or critical assessment; their
claims seem so large and consequential that to practice philosophy in their wake in
any academic setting appears foolish if not impossible. Small scale, piecemeal thinking
about well-focused particulars is the only academically viable option when addressing
technology. Take the example of ethics: The ethics of industrialization, of nuclear power,
of biomedical and biological technologies, of computers and information technology,
of genetic engineering, of nanotechnology, of climate change, and of robotics are each
of them so hard that it seems irrational to even imagining thinking the ethics of tech-
nology as a whole. The best that seems feasible is establishment of interdisciplinary
centers for something more circumscribed such as biomedical or engineering ethics.
In their ambitions, Ellul and Heidegger set themselves up for being ignored if not
rejected. Philosophical life today virtually requires that they be (perhaps monumentally)
entombed. And yet ...

And yet taking a broad and inclusive look back over the trajectory of philosophical
encounters with technology, was it not the big thinking of such figures as Rousseau,
Bentham, Owen, and Marx that helped stimulate and guide beneficial social change?
Could industrial capitalism have been even as partially reformed as it was during the
late 19th and 20th centuries without some stimulus from classic big philosophical so-
cial theories and ideas that would be classified as conceptually fuzzy by more rigor-
ously thinking analytic philosophers? Would the Limited Nuclear Test Ban Treaty
have been possible, absent some dramatic large-scale criticisms of nuclear weapons?
Would agencies of technology assessment have been established without multiple ge-
neral criticisms of the unintended consequences of technoscience and a nascent anti-
technology movement? Would the US Environmental Protection Agency have been
created in the absence of the big (if less than professionally philosophical) thinking by
Aldo Leopold and Rachel Carson? Did Ellul’s criticisms of the technological society
not provide intellectual encouragement for opposition to America’s technological war
crimes in Vietnam?

The piecemeal approach to thinking about technology exhibits distinctive parallels
to neoliberalism. Just as neoliberalism declares, in Margaret Thatcher’s famous words,
“There’s no such thing as society,” empirical turn philosophers of technology seem to
imply there is no such thing as Technology with a capital T. The social ontology of
neoliberalism finds a natural ally in what might be called a neoliberal philosophy of
technology, a philosophy that can leave the techno-lifeworld to be socially constructed
by captains of engineering and innovation under little more than ex post attention
to safety here, privacy there, and distributive justice adjudicated by marketplace
rationality.

Is it not the case that whenever big thinking is rejected in favor of addressing manage-
able problems, it implicitly rests on a comfortable affirmation of the status quo? Latent in
the manifest commitment to analytic meliorism, is there not an unspoken commitment
to things as they are, including a measure of existential pleasure in the engineering away
of respect for human and planetary life as it has been known for thousands of years?
Under such circumstances, is it not necessary at least on occasion to think big again?
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Then there are the results of the modest personal pedagogical experiment in which
this essay incubated. Devoting a graduate seminar in China to three imputed classics
in European philosophy of technology generated a unique level of engagement—and,
paradoxically, a small opening, however limited and provisional, to classical Chinese
philosophy. Heidegger and Ellul both argue that modern technology owes something to
the Western philosophical heritage. Acknowledgement of problematic consequences in
technology cannot help but invite consideration of alternatives. Just as the first wave of
Chinese modernization in the form of enthusiasm for modern science and technology
during the late 1800s and early 1900s sponsored radical criticisms of Chinese traditions
(Chen Duxiu’s [1919] proposal for replacing “Mr. Confucius” with “Mr. Science and
Mr. Democracy”), so today a second wave of modernization may stimulate reflective
reconsiderations of Daoism, Confucianism, and Buddhism (as in Gan Yang’s [2007] call
for “Confucian socialism”).

For myself as well, the seminar re-convinced me that Ellul’s questions merit being
exhumed from an analytic or social constructivist tomb. In a world simultaneously
engulfed by increases in techno-fragilities, global environmental threats, and fantasies
of anti-global nationalism, Ellul deserves to be treated as more than a zombie and
may well serve as a tincture antidote to the fast-paced celebrity culture of academia in
which intellectuals compete with one another to coin captivating terms and philosophy
struggles to keep up with itself. Especially in relation to technology, philosophers too
often seem at pains to one-up each other with flashy arguments that on careful examina-
tion add little genuine insight or guidance. A return to classic texts can serve as salutary
counterfoil.

Although Ellul argues against nostalgia and any attempt simply to return to the
dreamland of the past, there is an even more seductive dreamland of techno-fiction
fantasies about the infinite benefits and even necessity of innovation forever. Under
such conditions, surely there is some good in trying to think not only with technology
but against it.
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PETER-PAUL VERBEEK

1. INTRODUCTION

THE history of the philosophy of technology is marked by a transition in its approach
to technology. This transition is often indicated as an ‘empirical turn’ (Achterhuis 2001;
Kroes and Meijers (eds.) 2001). After a long period of broad philosophical reflection
on ‘Technology’ and its impact on ‘Society; scholars in the field started to feel discom-
fort with this generalizing and sometimes rather monolithic approach to technology. A
more differentiated perspective was needed, that was able to do justice to the differences
between various types of technologies and their social implications. The need to change
perspective was fed by the advent of the empirical field of Science and Technology
Studies (STS), in which disciplines like sociology, anthropology, and history joined
forces to investigate science, technology, and their interactions with society. In the phi-
losophy of science, STS had already resulted in an empirical turn: scholars started to an-
alyze science as a practice and not only as theory.

On this basis, in the 1980s the philosophy of technology also started to develop closer
connections to the concrete, empirical reality of technological artifacts, systems, and
processes. In order to analyze technology in a better way, many philosophers decided
that their starting point should not only be the philosophical tradition, but also a closer
understanding of technology itself, and its actual relations to human beings and society.
This turn, obviously, did not imply that the philosophy of technology became an empir-
ical discipline itself. Rather, philosophical reflection started to look for new ways to en-
gage with the phenomena it aims to understand philosophically and evaluate ethically.

In this chapter, I will discuss this empirical turn in four steps. First, I will sketch the
main lines of thinking in ‘classical philosophy of technology’ that gave rise to the need
for a reorientation. Second, I will discuss what the empirical turn entailed, and which
forms it took. After this, I will focus on the impact the empirical turn had on the ethics
of technology, including the new ways it opened for ethics to engage with technolog-
ical practices themselves. And finally, I will discuss how the field is developing after
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the empirical turn, and how the concept of a ‘turn’ keeps inspiring scholars to innovate
the field.

2. CLASSICAL PHILOSOPHY OF TECHNOLOGY

The empirical turn in philosophy of technology emerged from one of the central debates
in the field: the question to what extent we should see technology as a neutral tool or
as a determining force in society. Is technology ultimately an instrument in the hands
of human beings, deriving all its impact from human actions and intentions, or does it
actually have the capacity to change society beyond, and perhaps even independently
from, human intentions? These two positions are often referred to as ‘instrumentalism’
and ‘substantivism, respectively (Borgmann 1984).

The instrumentalist approach views technology as just a means to an end, a neutral
tool to achieve human goals. How could technology be more than an instrument? Since
technology is not able to set itself any goals, it is always dependent on human beings
for its development, implementation, and use. Seeing technologies as more-than-
instrumental would downplay or ignore the responsibility that human beings ultimately
have for technologies (Pitt 2014). The substantivist approach takes exactly the opposite
position. It considers the claim that technology is neutral to be misleading: instrumen-
talism downplays how technology has in fact always changed society, and often in dif-
ferent ways than its designers intended. In order to understand and evaluate technology
and its relations to society, therefore, we need to take technology seriously as a substan-
tive force in culture and society.

In this debate about technology and society, philosophical and empirical claims go
hand in hand: philosophical conceptualizations of the relations between technology
and society are always connected to assumptions about their actual interactions. On
the one hand, philosophy of technology aims to develop theoretical concepts to charac-
terize technology and its relations to society. But on the other hand, it inevitably bases
itself on upon empirical claims about technology and its actual interactions with society.
This ambiguity made an empirical turn in the field almost inevitable. As I will argue, the
dominant role of the substantivist approach resulted in a growing discomfort with the
implicit or explicit empirical claims it made, which paved the way for a reorientation on
how to engage with technology and its relations with society.

2.1 Substantivism and Its Critique

Substantivism has milder and stronger variants. While many contemporary
philosophers of technology do recognize the non-neutrality of technology by analyzing
its impact on human beings and society, only very few of them would subscribe to a
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strong substantivist position. This position considers technology to be both determin-
istic and autonomous: it believes that technology plays a determining role in culture
and society, and that technology develops in ways that cannot be controlled by human
beings.

In the early positions in philosophy of technology, the strong substantivist view was
quite dominant. Many authors were concerned that ‘Technology’ was running out
of control and started to change society in irreversible and negative ways. And some
of them urged that we should regain sovereignty over technology, breaking its deter-
mining role and taking it back to its original instrumentality. The French thinker
Jacques Ellul, for instance, has argued that technology should be seen as a “system” that
transforms our entire society: it introduces a framework of efficiency and effectiveness
that becomes the new background against which we interpret the world, and in which
non-technological values and phenomena play an ever less significant role (Ellul 1964).
Moreover, he claimed, the technological system is self-affirming: it results in a “technical
fix,” which seeks to solve all problems generated by technology with new, more effec-
tive and efficient technologies. There is no escape from technology: every obstacle the
system meets results in an expansion of the system rather than a move away from it.

The strong substantivism of the early positions in the philosophy of technology,
which are now often indicated as ‘classical philosophy of technology, typically went
hand in hand with a quite pessimistic approach. Many of these early positions devel-
oped from Marxism or from phenomenological theories, and focused on the forms of
alienation that technology can bring about: alienation from nature, but also from our-
selves as human beings.

In order to get a closer understanding of this specific combination of determinism,
autonomy, and pessimism, the work of Martin Heidegger can serve as an example, being
one of the most prominent ‘classical’ thinkers in the history of philosophy of technology.
To understand technology, Heidegger claimed, we should not see it as something in-
strumental, or something made by human beings. Technology is much more than an
instrument: it embodies a way of understanding the world. Moreover, human beings
cannot choose for this way of understanding the world: it belongs to a historical devel-
opment that we are all part of. To understand what Heidegger meant by this, we need to
place Heidegger’s approach to technology in the context of his philosophy of ‘being’ In
Heidegger’s view, human thinking is always guided by a fundamental understanding of
what it means ‘to be; and this understanding develops over time, beyond human con-
trol. Where for Medieval philosophy ‘being’ meant “having been created by God” and
for modern philosophy “being an object in relation to a subject,” modern Technology
turns ‘being’ into “being raw material for the human will to power” The reality of things
has come to consist in what humans can make of them.

As expression of this ‘will to power; modern Technology changes reality in a stockpile
of resources. While an old, wooden bridge over the river Rhine, in one of Heidegger’s
well-known examples, still recognized the river Rhine in its own right, a water
power station forces the river to show itself as a supplier of energy (Heidegger 1977,
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16-17). According to Heidegger, this fundamental understanding of the world as raw
material, available for human manipulation, results in a dangerous situation. In fact, he
considered Technology to be “the greatest danger” (Heidegger 1977, 27). This danger lies
in the fact that technology offers no escape from its highly limited and narrowed-down
understanding of the world. Every attempt to work toward an alternative way to under-
stand the world would itself be a technological act: an attempt to exert power over the
fact that we are exerting power. Climbing out of the technological framework to under-
stand the world immediately throws us back into that framework. The only thing we can
do, Heidegger claimed, is to develop an attitude of “releasement.” From this attitude, we
could develop a paradoxical “will not to will,” recognizing the technological character of
our time, without being determined by it, in order to stay open for the development of a
new way of understanding ‘being’

While Heidegger’s work is still influential, it has been also been sharply criticized
along lines that illustrate the central dimensions of the empirical turn. Political phi-
losopher Andrew Feenberg, for instance, has criticized Heidegger’s approach for its
monolithic character: since it does not make any distinction between different types
of technology, it does not have much to offer to scholars who want to engage with ac-
tual technologies and their social implications (Feenberg 2000). Don Ihde especially
criticized Heidegger’s romantic preference for old technics over modern technology.
According to him, Heidegger fails to see that older technologies can also exert power
over nature, while modern technologies also have the potential to bring us closer to
nature. In these critiques, a dissatisfaction becomes visible with Heidegger’s lack of
connections to actual technologies and their implications for human beings and society
(Thde 1993). The category of “Technology’ (with a capital T) appeared to be too broad to
grasp the subtlety of human-technology relations; the social impact of technology might
be less deterministic than the ‘history of Being’; and Heidegger’s overly pessimistic
image of technology needs to be replaced with a more nuanced and ambivalent one.

2.2 Transcendentalism and Beyond

This critique of Heidegger’s philosophy of technology illustrates the growing resistance
of a new generation of thinkers against the classical positions. The monolithic and pessi-
mistic character of classical philosophy of technology appeared to belong to the specific
historical context in which it developed. The rapid and radical processes of social change
that resulted from industrialization and automation resulted in feelings of alienation.
But over the course of time, the radical opposition between humans and technology
became less convincing for many philosophers. First of all, the pessimistic character of
the classical positions did not do justice to the positive contributions that technology
made to society as well. And second, the deterministic character of the classical analyses
started to be at odds with the growing body of research of the social dynamics of tech-
nological developments in the empirical field of Science and Technology Studies, which
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showed that technology does not determine society, but is itself socially constructed and
appropriated.

Gradually, therefore, technology started to be understood as an element of culture
and society, rather than being opposed to it. While the classical positions in the field
approached technology as alien to human beings and as a potential threat to the au-
thenticity of human existence and human’s understanding of the world, new positions
started to question this opposition. Instead of saving culture from technology, it also
appeared to be possible to study technological culture; as will be explained in the next
section.

As T have argued elsewhere (Verbeek 2005), classical analyses of technology typi-
cally followed a ‘transcendentalistic’ approach: they analyzed technology in terms of its
conditions. Heidegger’s work follows this pattern as well: his approach to technology as
a way of understanding the world in fact reduced technical devices and systems to the
way of thinking behind them. He did not analyze technology itself, but the technological
thinking from which it originates. In his view, in the end, technologies do not produce
our will to power, but are rather the result of it. Even in his example of the water power
plant in the river Rhine, it is ultimately not the power plant that makes humans under-
stand the river as a source of energy—rather it is the technological approach to nature as
raw material that made it possible for us to develop water power plants in the first place
(Verbeek 2005). The ‘essence’ of technology—to phrase it in a Heideggerian way—is not
in the technological artifacts themselves but in the overpowering way of understanding
the world behind them.

It is exactly this transcendentalism that is abandoned in the empirical turn. Rather
than reducing technological artifacts, systems and practices to the conditions that lie
behind them, it started to take them as a starting point. Empirical insights in human-
technology relations, design and innovation processes, and the social implications of
technologies became a central element of philosophical analysis.

3. THE EMPIRICAL TURN

The empirical turn, which started in the 1980s, reversed the perspective of classical phi-
losophy of technology. While classical positions in the field tended to reduce techno-
logical artifacts, systems and practices to their conditions—like the technological way of
thinking behind them, or the system of mass production that they are part of—the em-
pirical turn urged philosophers of technology to take the empirical reality of technology
as a point of departure. And rather than making claims about “Technology” as a broad
social and cultural phenomenon, philosophy of technology started to focus on actual
technologies, in their concrete contexts. This turn toward concrete technologies and
practices took two directions, one focusing on the social implications of technologies,
the other on engineering practice.
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3.1 Technology and Society

The first variant arose particularly from North-American approaches to technology (see
Achterhuis 2001; Brey 2010). Andrew Feenberg, for instance, integrates empirical work
from Science and Technology Studies in his neo-Marxist and phenomenologically in-
spired approach of ‘critical constructivism’ (Feenberg 1991). This approach takes the mu-
tual shaping of technology and society as a starting point, and in doing so it opens new
perspectives on the relations between technology, power, and democracy. Rather than
asking how ‘the technological systen’ is intruding upon ‘the human lifeworld, as clas-
sical philosophy of technology would frame it, Feenberg asks how concrete technologies
rearrange power relations, and how technologies and design processes can themselves
be democratized.

For his analysis, Feenberg combines philosophical theory with insights from Science
and Technology Studies, most notably from the constructivist approach of actor-
network theory, which views technologies as both giving shape and being shaped by
their social context (Latour 1987). Technologies are constructed in networks of rela-
tions, in which human actors play a central role, with their interpretations, interests,
and ideas, but in which also technologies themselves play an active role as ‘actants; in
the sense that they help to shape the networks of relations in which other entities are
constructed. Feenberg’s ‘critical constructivism’ aims to make visible the politics of
these constructions by engaging actively and critically with the processes of construc-
tion themselves. Understanding the dynamics of technology development and of the
interactions between technology and society opens up a new range of political questions
regarding power resistance, inclusion, exclusion, and empowerment (Feenberg1999).

A good empirical example of this political significance of technology can be found in
the work of Langdon Winner, another empirically oriented North-American philoso-
pher of technology. In his seminal article “Do Artifacts Have Politics?” (Winner 1986)
he analyzed the example of lowly built bridges over the Parkways on Long Island, New
York. The bridges, designed by architect Robert Moses, were allegedly built so low that
only cars could pass below them, not buses. In the days these bridges were built, many
African-American residents of New York City did not own a car, and “one consequence
was to limit access to Jones Beach, a widely acclaimed public park” (Winner 1986). It is
important to say that the veracity of Winner’s interpretation is disputed (see also Joerges
1999, and Woolgar and Cooper 1999) but the example still shows that it is possible to ap-
proach technological artifacts as political entities, in this case as discriminatory, or even
racist.

Another line of thinking in this new school of ‘empirical philosophy of technology’
is the so-called ‘post-phenomenological’ approach, initiated by North-American phi-
losopher Don Thde (see Thde 1990; Selinger 2006; Rosenberger and Verbeek 2015).
Postphenomenology explicitly moves beyond the romantic opposition of humans and
technologies in classical phenomenology. Instead of criticizing Technology as a dis-
tortion of a more primordial or authentic human-world relation, it aims to understand
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how technologies help to shape the relations between humans and the world. And rather
than locating technologies in the world of material objects as opposed to the world of
human subjects, postphenomenology considers technologies to be part of the relations
between human subject and the world of objects. Technologies do not only close off
specific interpretations of the world, but also bring new ones: new social relations, new
moral and aesthetic experiences, new scientific observations. From this perspective,
technologies do not bring alienation but mediation.

When technologies are used, they bring about specific relations between users and
their environment: users are typically not only interacting with the technology itself,
but engage in a practice via that technology. When driving a car, for instance, people
are not only interacting with the car itself, but also develop new types of behavior on the
street and new experiences of the environment. And MRI scanners are not only compli-
cated machines to interact with, but also help to shape how neuroscientists understand
the brain and how neuropsychologists understand human behavior and perception (De
Boer et al. 2020). Technologies mediate human-world relations, and help to shape the
character of these relations, and people’s understanding of the world (Verbeek 2015).
They do so in many different domains, ranging from scientific practices to moral rela-
tions, and from existential questions to political engagement. In order to understand
these mediations, we need to start from technologies themselves, rather than reducing
them to their conditions.

3.2 Engineering Philosophy of Technology

Besides this societal variant, the empirical turn also has an engineering variant. Not
the social implications of concrete technologies, but the concreteness of engineering
practice has a central place then (Brey 2010). In all its attention to social implications,
some scholars claimed, the philosophy of technology seemed to have forgotten to think
about technology itself. Therefore, philosophers like Peter Kroes, Anthonie Meijers,
and Joe Pitt have developed alternative accounts of technology, aiming to characterize
technological artifacts, technological functions, and technological design (Franssen
etal. 2016).

The ‘dual nature’ approach to technology that was developed by Peter Kroes and
Anthonie Meijers is a good example of this variant of the empirical turn (Kroes and
Meijers 2006). In their characterization of technology, they address the duality of every
technical artifact, as being part of both the physical world of material objects and the
social world of intentional subjects. On the one hand, they claim, technologies need to
be seen as physical structures: material entities that follow the laws of nature; but on the
other hand, these structures realize functions that are connected to human intention-
ality: functions are the outcomes of intentional design, and play a role in the realization
of human intentions. This makes technological artifacts hybrid entities, requiring both a
physical and an intentional conception of the world to be described adequately.
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This duality repeats itself when we aim to understand technological artifacts as func-
tional objects. Also here, two views can be distinguished: one related to the intentional
approach of the world, the other to the physical approach. From an intentional per-
spective, technological functions are ascribed to objects by human agents, who embed
the object in a means-end relation: in this relation, it becomes relevant as a means to
achieve an end (Kroes and Meijers 2006). But from a physical perspective, technological
functions are to be seen as the result of physical properties that contribute in a causal
way to the capacities of the object (2006).

This notion of ‘duality’ or ‘hybridity’ plays a role in many other approaches in the
philosophy of technology as well. In this respect, the engineering variant of the em-
pirical turn has much in common with the social variant, even though the former is
more closely associated with analytical philosophy and the latter with continental
philosophy—if this distinction still holds in the 21st century. Both variants thematize
the close connections between technology and society, and their conceptual and nor-
mative implications. Technologies connect the human world of ‘subjects’ and the phys-
ical world of ‘objects; and in doing so they challenge the sharp distinctions we often
make between them.

In sum, the empirical turn has resulted in a more nuanced and open approach to
technology than earlier approaches had, without giving up the critical impetus of clas-
sical philosophy of technology. On the one hand, the empirical turn has opened new
directions to develop conceptual frameworks for analyzing technological artifacts
and engineering practice. And on the other hand, the empirical turn has offered new
conceptualizations of the interactions between human beings, technologies, and so-
ciety, giving rise to new theories about the ethical implications of various technologies.
In doing so, it has also made it possible to move from ‘Technology critique’ to ‘ethics of
technology; as will be elaborated in the next section.

4. ETHICS OF TECHNOLOGY AND
THE EMPIRICAL TURN

The empirical turn has not only made it possible to develop a closer understanding of
technology and its relations to society, but has also had profound implications for its
ethical evaluation. First of all, the closer understanding of the interactions between
technology and society, as made possible by the empirical turn, gave rise to new forms of
applied ethics, dedicated to the concrete ethical questions in specific technological fields,
like engineering technology, information technology, and biomedical technology. This
branch of the ethics of technology has resulted in various frameworks and approaches
to address ethical issues related to technologies, e.g., regarding privacy, safety, security,
and sustainability. But besides these new forms of applied ethics, the philosophy of tech-
nology also resulted in new ethical theory.
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4.1 The Moral Significance of Technology

One of the central themes in the ethics of technology after the empirical turn has been
the moral significance of technologies (Kroes and Verbeek 2014). Empirical-philosoph-
ical analyses of human-technology relations have shown that technologies play an im-
portant role in the moral actions and decisions of human beings, ranging from speed
bumps that help to shape people’s driving behavior (Latour 1999) to TV sets that shape
how families spend their time in the evenings (Borgmann 1995) and sonograms that in-
form moral decisions about abortions (Verbeek 2008). This empirical observation raises
the question to what extent technologies “have” ethics. Since ethics is about the question
of how to act, and technologies help to shape human actions and decisions to act, there
seem to be good reasons to see technologies as ethically charged. But how to conceptu-
alize this moral significance of technology, in a philosophical discourse which connects
ethics only to human subjects, not to technological objects?

Some authors actually attribute moral agency to technological artifacts. Bruno Latour,
for instance, has proposed a ‘symmetrical’ approach to humans and nonhumans, in
which both can be an agent, or ‘actant, as he prefers to call them (Latour 1993). Those
who complain about a loss of morality in our society, he claimed, simply forget to look at
things, and only look at humans, as the example of the speed bump illustrates. Humans
do not have a monopoly on moral agency. Other authors are fiercely opposed to this at-
tribution of moral agency to things. They argue that the essential conditions for agency,
most notably the condition of intentionality, can never be met by things. Approaching
technologies as moral agents would merely be a form of anthropomorphism: using
human categories to speak about nonhuman entities to which these categories do not
apply. Moreover, attributing agency to things could result in the idea that we would ac-
tually blame things for ethically problematic actions, which would reduce our sense of
human responsibility (Peterson and Spahn 2010; Peterson 2012).

In order to avoid these two extreme views—and to do justice to both the philosoph-
ical hesitation to expand agency to nonhuman entities, and the empirical observation
that technologies are nonetheless involved in moral actions and decisions—ethicists of
technology have been developing an empirical-philosophical alternative. Rather than
claiming that technologies “have” moral agency, they expanded the notion of moral
agency in such a way that technologies can be part of it (Verbeek 2014) or help to shape it
(Illies and Meijers 2009). Moral agency is not “in” technologies but comes about in the
interactions between humans and technologies. From this approach, there is no need
to attribute human characteristics to nonhuman entities (the ‘philosophical’ element of
empirical philosophy), while still acknowledging that technologies do play a constitu-
tive role in moral actions (the ‘empirical’ element in empirical philosophy.

A good example of this empirical-philosophical ethics of technology is the approach
of ‘moral mediation’ (Verbeek 2011; Kudina 2019). From this approach, technologies play
amediating role in the moral relations that human beings are engaged in. Technologies-
in-use mediate the relations between humans and the world (Verbeek 2005): they help
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shape how humans understand the world, and in doing so they also help to shape our
moral decisions. Prenatal diagnostics, for instance, creates new moral relations between
expecting parents and the fetus: because it makes it possible to anticipate the health con-
dition of the child, it makes expecting parents responsible in new ways, and informs
their decisions about parenthood and abortion (Verbeek 2008).

4.2 Value Dynamism and the Moral Appropriation of
Technology

In recent work on the moral significance of technology, the notion of “moral media-
tion” was complemented with the notion of ‘moral appropriation. This line of research
brings in another blend of empirical and philosophical investigation. In all our atten-
tion to the mediating role of technologies in moral relations, the actively interpreting role
of human beings in human-technology relations remained underexposed. In the end,
moral mediation is not only the result of the characteristics of mediating technologies,
but also of the ways in which human beings interpret these technologies, and “appro-
priate” them as part of their relations with the world (Verbeek 2015). Ultrasound has the
capacity to make the fetus visible, but this capacity becomes morally relevant only when
it is appropriated as a possibility to anticipate the health condition of the fetus, and to
take action on this.

Just like processes of mediation, processes of appropriation can be studied both
empirically and philosophically. In her dissertation “The Technological Mediation
of Morality: Value Dynamism and the Complex Interaction between Ethics and
Technology” (Kudina 2019), Olya Kudina has developed a model for this empirical-
philosophical study of mediated morality: the ‘hermeneutic lemniscate’ Expanding the
classical hermeneutic idea of the ‘hermeneutic circle, which explains how the interpreter
and the interpreted constitute each other in acts of interpretation, her lemniscate model
shows how this circular human-world relation is in fact mediated by technologies.

This technologically mediated hermeneutic circle connects human, technology, and
world via a lemniscate, with the shape of the infinity symbol, eo: humans interpret a
technology (human—> technology), which then mediates human interpretations of the
world (technology—> world); within this specific understanding of the world, the tech-
nology acquires a specific role and meaning (world—> technology), and constitutes the
user in a specific way (technology—> human). In relation to ultrasound: humans use
ultrasound to make the fetus visible; as a result of this, information about the health
condition of the fetus becomes available, making it a ‘potential patient’; against this
background, in a society that allows abortion, ultrasound becomes a technology that
could be used to prevent the birth of children with a specific health condition; and as a
result of this, parents become decision-makers about the life of the fetus. Moral media-
tion, in other words, is a dynamic process of interpretation in which not only technolog-
ical mediations but also human interpretations play a central role.
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This hermeneutic lemniscate lays bare the dynamics of another far-reaching ele-
ment of the moral significance of technology: the influence of technologies on moral
values and frameworks. This phenomenon has been indicated as technomoral change’
(Swierstra et al. 2009): technological developments affect morality itself. A good ex-
ample here is the birth control pill, as analyzed by Annemarie Mol (1997). Because
the pill disconnected sexuality from reproduction, it changed value frameworks re-
garding sexuality by normalizing sex that was not directed at reproduction. In doing
so, it contributed to a growing acceptance of relations that cannot result in reproduc-
tion, like homosexual relations. Olya Kudina has shown that this phenomenon of value
change can also be studied empirically, while it is in process. By studying empirically on-
line discussions about Google Glass on YouTube, for instance, she has investigated how
Glass has shifted the meaning of the concept of privacy, beyond the regular definitions
found in textbooks (Kudina 2019; Kudina and Verbeek 2019). This phenomenon of
technomoral change gives the ethics of technology an extra empirical-philosophical
dimension: to evaluate technologies ethically, ethicists do not only need to anticipate
their future social implications, but also the impact these technologies might have on
the moral frameworks from which they might be evaluated in the future.

4.3 Morality in Design

As a result of this attention to the moral significance of technologies, the ethics of tech-
nology has also started to reach out more explicitly to design. When technologies are
morally significant, after all, the ethics of technology can not only result in interesting
analyses but also in better technologies. This focus on design ethics can be seen as a next
step in deepening the engagement of philosophy of technology with actual technolog-
ical artifacts and practices. One of the most influential approaches here has been Batya
Friedman’s value-sensitive design approach, which enables designers to anticipate the
values at stake in technology design, in order to feed this back into the design process
(Friedman and Hendry 2019; see also Van den Hoven et al. 2017).

The approach of moral mediation has been used to expand this program of value-
sensitive design. On the one hand, it has been used to take value dynamism into ac-
count when designing technologies: rather than “loading” technologies with predefined
values, design then becomes an intervention in the dynamics between humans, values,
and technologies (Smits et al. 2019; Verbeek 2013; 2017). Values are not given, but de-
velop in close interaction with the technologies we evaluate with the help of these very
values. On the other hand, the moral design of technologies has been connected to polit-
ical theories, aiming to arrive at a democratic moralization of technologies (cf. Verbeek
2020). A good example here is the work of Ching Hung, whose dissertation “Design
for Green” (Hung 2019) investigates the ethical and political dimensions of behavior-
guiding technologies in relation to environmental issues. By connecting mediation
theory to behaviorism (Skinner 1971), libertarian paternalism (Sunstein and Thaler
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2009), and agnostic democracy (Mouffe 2013), Hung develops a design approach that
takes the political dimension of value sensitive design as a starting point.

5. BEYOND THE EMPIRICAL TURN

Where has the empirical turn brought the field? While much current work in philos-
ophy of technology is explicitly ‘empirically inspired, there are also worries that the
empirical turn gave up too much of the “classical” perspective. Within the phenome-
nological approach, this critique has been mainly voiced by North-American philos-
opher Robert Scharff (2012) and Dutch philosophers Jochem Zwier, Vincent Blok, and
Pieter Lemmens. The empirical orientation of postphenomenology, they hold, results
in a focus on the micro-level of material artifacts, while losing the macro-level of over-
arching interpretive frameworks and power structures out of sight (Zwier et al. 2016).
While the transcendental approach of classical philosophy may have overlooked the
concrete details of actual technologies, the empirical approach of contemporary philos-
ophy risks to lose the bigger picture.

The work of some current thinkers in philosophy of technology indeed seems to
move back toward a more transcendentally oriented approach, such as the work of
North-American philosopher Nolen Gertz, who focuses on the intrinsically nihilistic
character of contemporary technology (Gertz 2019). Still, these new approaches do not
abandon the empirical-philosophical orientation. Rather, they use empirical studies as
a basis for analyses at a more transcendental level. In fact, the philosophy of technology
seems to be entering a new stage, with new connections between the empirical and the
philosophical. I will elaborate two of the directions this development could take, one
focusing on the new philosophical questions to ask in connection with actual techno-
logical developments (philosophy from technology), the other on new forms of philo-
sophical engagement with technology and its social roles and implications (philosophy
for technology).

5.1 Philosophy from Technology: Technological
Mediation and Conceptual Disruption

The recent work done on technological mediation, as part of the postphenomenological
approach in philosophy of technology, can be seen as one example of the new philo-
sophical connections to empirical work. The approach of technological media-
tion investigates how human-technology relations can be included in philosophical
subdisciplines such as the philosophy of science, ethics and political philosophy, and
metaphysics (Verbeek 2016). Its central idea is that technologies help human beings to
answer central philosophical questions, like the three questions that Immanuel Kant
considered to be essential: What can I know? What should I do? What may I hope for?
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Regarding knowledge, for instance, the central focus of the mediation approach is on
the ways in which technologies help scientists to perceive and interpret the phenomena
they study. Within the field of neuroscience, for example, technologies like fMRI play a
crucial role in how scientists understand the brain and human functioning. As the work
of Bas de Boer shows, these technologies are not just scientific instruments, but they also
play a constitutive role in the interpretive frameworks of scientists: they help to shape
how scientists understand phenomena such as ‘visual attention’ and the complexity of
the brain (De Boer et al. 2018; De Boer et al. 2020).

Within ethical and political philosophy, a similar movement can be made. Not only
do technologies play a mediating role in ethical actions, decisions, and frameworks, as
the discussion on value dynamism in the previous section of this chapter made clear;
their mediating role also has a political dimension (cf. Verbeek 2020). Technologies can
mediate power relations and political interpretations, for instance, as Robert Rosenberger
shows in his work on street furniture that discriminates against unhoused people
(Rosenberger 2018). Technologies can also mediate political interactions, as exemplified
by social media that sometimes lock people up in their filter bubbles. And they can con-
tribute to the formation of political issues: the ‘citizen sensing’ movement, for instance,
encourages citizens to use sensors to put things on the political agenda, for instance by
detecting radiation, measuring the ground water level, or monitoring airplane noise
near airports (Woods et al. 2018).

Also in the realm of metaphysics, the mediation approach can bring a new perspec-
tive. The relation between technology and religion can be a good starting point here. Just
like science, technology is often opposed to religion: technological manipulation and
intervention seem to be at odds with the religious openness for transcendence, for what
cannot be controlled and manipulated. But in fact, people’s encounter with this tran-
scendence typically takes shape via technology (Aydin and Verbeek 2015). In vitro fertil-
ization is not simply a technology to make a child, but it also reveals how un-makeable
life is, for people who cannot get pregnant without this technology (Verbeek 2010). Also
our understanding of death—the other boundary of life—is technologically mediated:
neurotechnologies, for instance, have brought the new category of ‘brain death’ (De
Boer and Hoek 2020). Rather than being opposed to it, technologies mediate what tran-
scendence can mean for human beings.

In a sense, the approach of technological mediation can be seen as a ‘re-
transcendentalization” of the philosophy of technology, via the empirical turn. While
the empirical turn aimed to move away from the transcendentalist reduction of
technologies to their conditions, its focus on actual human-technology relations has
made visible that technology is in fact part of the human condition: the relations be-
tween human beings and the world are always conditioned by the technological me-
dium in which these relations play themselves out. This position is a continuation of
earlier philosophical-anthropological insights in the technological character of human
existence, which has been analyzed with notions such as ‘originary technicity’ (Leroi-
Gourhan 1993), ‘originary prostheticity” (Stiegler 1998), ‘essential deficiency’ (Gehlen
1998), and ‘natural artificiality’ (Plessner 2019). The mediation approach investigates
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the consequences of this ‘technological condition’ for human thinking, and therefore
for philosophy itself. In fact, IT turns the philosophy of technology into a ‘philosophy
from technology’: it takes concrete human-technology relations as a starting point for
re-thinking the basic questions of philosophy.

A comparable move is made in current work in ethical theory of technology. In 2019, a
large consortium of Dutch researchers received funding for a 10-year research program
(2019-2029) on the Ethics of Socially Disruptive Technologies, which can be seen asarad-
ical philosophical consequence of the empirical turn.! The project starts from the obser-
vation that technologies can disrupt ethical concepts and categories. Technologies such
as robots, gene editing, and climate engineering require a revision of the concepts with
which ethical theory has been working. How do we use the concept of ‘moral agency’ if
robotic technologies such as self-driving cars have ‘learning’ algorithms that enable them
to make moral decisions about the lives of human beings when a crash occurs? If the
DNA of an organism contains both human and nonhuman animal elements, should we
consider this organism to have animal rights, human rights, or both? How shall we deter-
mine whether the risks connected to climate engineering technologies like ‘dimming the
sun’ (Roeser et al. 2019) are acceptable: how to represent future generations and nature
itselfin democratic processes to decide about this, and how to use the concept of intrinsic
value when nature has become an engineering project?

In all of these cases, concrete technologies and technological developments require
the revision of ethical frameworks and the development of new concepts. To under-
stand and evaluate technologies, we have to construct our conceptual frameworks while
we are using them. Technologies are not merely ‘objects’ of philosophical reflection
here, which can be studied with empirical-philosophical methods. Rather, they chal-
lenge philosophical and ethical theories, and reveal that the vocabularies, approaches,
and concepts that have been developed over the past centuries need to be expanded,
updated, and revised. The empirical turn, therefore, is not a turn away from philosophy,
buta turn toward a new direction in philosophy.

5.2 Philosophy for Technology: Guidance Ethics

The empirical turn did not only have an impact on the philosophy of technology itself,
but also on its relations with society. Besides bringing new connections between phi-
losophy and technology, it also resulted in a new approach in applied ethics. The insight
that technology plays a conditional and constitutive role in society and human existence
has resulted in an alternative to the biomedical model of applied ethics. Medical ethics
typically focuses on ‘ethical assessment, often executed by medical-ethical committees
that evaluate proposals for research or intervention in order to approve or reject them.
In the ethics of technology, though, the focus is rather on ‘accompaniment’ Its relevance
is not only to be found in the approval or rejection of technologies, but also in the guid-
ance of their development, implementation, and use: precisely in this interplay between
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technology and society, values are at stake that need to be identified and taken into ac-
count in the practices around technologies.

The recently developed Guidance Ethics Approach (Verbeek and Tijink 2020; see Figure
3.1) is one manifestation of this new type of applied ethics. In this approach—which takes
inspiration from the approach of citizen science (Vohland et al. 2021) and from positive
design (Desmet and Pohlmeyer 2013)—ethical reflection is taken to the actual practices in
which technologies are being used by citizens and professionals. In a three-step approach,
it aims to (1) analyze the technology in its concrete context of use; (2) anticipate the poten-
tial implications of this technology for all relevant stakeholders, in order to identify the
values that are at stake in these implications; and (3) translate these values into concrete ac-
tion perspectives regarding the technology itself (redesign), its environment (regulation,
reconfiguration), and its users (education, communication, empowerment).

Guidance ethics aims to be an ethics from within rather than from outside: it does
not seek to find a distant position for technology assessment but rather a close connec-
tion to guide the technology in its trajectory through society. Also, it aims to do ethics
bottom-up rather than top-down: instead of letting ethical experts apply existing eth-
ical approaches to a technology, it invites professionals and citizens to voice the eth-
ical concerns they encounter in their everyday dealing with the technology. And, third,
guidance ethics is a form of ‘positive ethics’ rather than negative ethics. This does not
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The digital version of this document can be found at: https://ecp.nl/publicatie/guidance-ethics-approach/

FIGURE 3.1: The Guidance Ethics Approach. © 2020 ECP | Platform voor de
informatiesamenleving.
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imply that the approach always has a positive evaluation of new technologies, but rather
that its primary focus is not on defining the boundaries of what we do not want, but
on identifying the conditions for what we do want. Along these lines, guidance ethics
incorporates philosophical insights in the relations between technologies, human
beings, and societies, and connects them to actual practices around technologies.

6. CONCLUSION

In the meantime, new directions are on the horizon already. A new generation of
philosophers of technology, for instance, including Pak-Hang Wong, Tom Wang, and
Ching Hung, is calling for a ‘multicultural turn’ in philosophy of technology. Given the
global impact and implications of technology, they intend to expand debates in phi-
losophy of technology by bringing in perspectives and approaches from outside the
Western frameworks that are currently dominating the field (Wong and Wang 2021).
Others are calling for a ‘terrestrial turn, in view of the environmental crisis (Lemmens
etal. 2017). The notion of the ‘Anthropocene; indicating the current, human-dominated
stage of development of planet Earth, inspires philosophers to thematize the “planetary
condition” of humankind, and the role of technology in it. Rather than zooming in on
concrete technologies, as the empirical turn proposed, we need to zoom out toward the
planet and our technological way of dealing with it. At the same time, some call for a
‘political turn’ in the philosophy of technology, again focusing on larger societal and
cultural patterns, power relations, and interpretative frameworks that need to be under-
stood more closely in order to be able to engage with them politically (Gertz 2020).

There is no doubt that the philosophy of technology will still take many turns after
the empirical turn it last made. What can be concluded for now is that the empirical
turn has become a defining characteristic of the field. Taking its basis not only in the
philosophical tradition but also in concrete engagement with actual technologies, it has
expanded the scope of philosophy of technology toward philosophy from technology,
when technological developments challenge existing philosophical frameworks, and
philosophy for technology, when philosophical reflection is integrated in technological
design, implementation and use. Rather than making the philosophy of technology less
philosophical, as the oxymoron of “empirical philosophy” might suggest, the empirical
turn has strengthened its philosophical rigor and ambition. It has laid the foundation
for the unique ability of philosophy of technology to combine profound philosophical
innovation with empirical and societal engagement, which, it is hoped, will serve as a
strong basis for any future turns that the philosophy of technology might take.
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MAARTEN FRANSSEN

1. INTRODUCTION

PHILOSOPHY of technology is a young field, one of the youngest among “philosophies
of,” but since in philosophy development is measured in millennia, this can be a mis-
leading statement. As an academic discipline, philosophy of technology has now had
half a century to prove itself. The results are mixed. At the turn of the millennium Peter
Kroes and Anthonie Meijers (2000), in their introduction to The Empirical Turn in the
Philosophy of Technology, described the field as “a discipline in search of its identity.”
More recently Franssen and Koller (2016) claimed that this situation had not improved
in the fifteen years since and that the field is still lacking in substantive unity and
systematicity. It is of crucial importance for the further development of philosophy of
technology to arrive at an understanding of what underlies this situation—even if one
disagrees with the assessment, it is still significant that this is how the field’s condition is
judged by some ofits practitioners—and what can be done about it.

The formative years of philosophy of technology are, roughly, the two decades be-
tween 1965 and 1985. This is not to say that before that, there was no philosophy of tech-
nology at all. The first book to explicitly offer a “philosophical of technology,” Ernst
Kapp's Grundlinien einer Philosophie der Technik, dates from 1877, and it was followed
by other books with a (seeming) reference to philosophy and technology in their title, by
Zschimmer (1914), Dessauer (1927), and Schréter (1934) in German and by Engelmeier
(1912) in Russian. After the Second World War, books continued to be published,
again mostly in German, which “addressed” technology, for example by Jiinger (1949)
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and Gehlen (1957). But none of these books was instrumental in establishing a philo-
sophical field. The views expressed were often highly idiosyncratic, particularly so
in the case of Kapp and Dessauer, and even the more recent ones were not written as
contributions to arecognized field, let alone an academic discipline, or were in a system-
atic way grounded in philosophy. Philosophy of technology as an academic discipline I
see as emerging with the symposium that the journal Technology and Culture organized
in 1965, with contributions by Mumford, Feibleman, Skolimowski, Jarvie, and Bunge.
Several of these papers were reprinted in the first anthology of texts that presented a
wide variety of views and orientations, Carl Mitcham’s and Robert Mackey’s Readings in
the Philosophical Problems of Technology (1972). With this book, the academic discipline
of philosophy of technology was finally in existence.

As expected, the authors of these founding publications showed a keen awareness
that a characterization of the field must be attempted, and they did so mainly by listing
and classifying the questions they saw as central to the field and the problems it sets
out to address. Melvin Kranzberg, editor-in-chief of Technology and Culture, mentioned
“the questioning of technology in terms of human values”; “the attempt to define tech-
nology”; “the epistemological analysis of technology”; and “the investigation of the ra-
tionale for technological development” (1966). Mitcham and Mackey (1972) distinguish
two classes of questions: on the one hand, inquiries into the logic and epistemology of
technology and, on the other hand, the meaning of technology, primarily the ethical
and political meaning. In his Philosophy of Technology, the first introductory textbook
for the field, Frederick Ferré spent thirteen pages on a systematic attempt to define tech-
nology (1988, 14-26).

Acknowledgment of the relevance of this effort, however, seems to have declined rap-
idly in later work. Don Ihde’s first book, Technics and Praxis (1979), contains no attempt
to position it with respect to the major questions of a field that was then still in statu
nascendi. It right away focuses on internal questions. In his Philosophy of Technology: An
Introduction (1993), Ihde hardly spent a page on the meaning of technology and merely
listed the three “components” that a definition would have to include (Thde 1993a, 47). A
similar attitude of bypassing definitional issues can be seen in Peter-Paul Verbeek’s more
recent books, which, put very briefly, address the questions how we can do justice to the
roles that material objects play in our lives (Verbeek 2005, 1-3)—where it is assumed
that currently no justice is done to these roles— and how we can do justice to the moral
dimensions of material objects (Verbeek 2011, 2)—where it is assumed that material
objects have these “dimensions.” But whereas these authors appear simply to have taken
for granted that they were contributing to a field with a well-established identity and
focus—even if this assumption is highly questionable —, Kroes and Meijers (2000), in
their assessment in which they precisely questioned this assumption, did not put much
effort either into articulating the new questions for the philosophy of technology for
which they claimed their empirical turn would make room. They did so only for the very
specific ones that underlay their personal research project on “the dual nature of tech-
nical artifacts” Nor did they clarify to what extent these new questions should be seen as
replacing older questions or as complementary to them.
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That neither Thde’s Philosophy of Technology: An Introduction nor Ferrés Philosophy
of Technology were reissued after the 1995 second edition of the latter, and that no in-
troductory textbook of a similar scope and with a similar general audience in mind has
been published since Joseph Pitt’s Thinking about Technology (1999), I take to be sympto-
matic of the situation. Consider, for comparison, the situation in the philosophy of sci-
ence, where since 1998 eleven new introductory textbooks were published. One gets the
impression that already, very soon after its birth, the field of philosophy of technology
appeared to its practitioners as too extensive and too variegated to be fully graspable.

What may have contributed to this situation is that exactly during the formative
decades of philosophy of technology, its philosophical environment was subject to sig-
nificant reorientations. Two developments stand out. The first was that in this period the
adjacent field of the philosophy of science entered a state of turmoil. The publication of
Kuhn's The Structure of Scientific Revolutions in 1962 initiated a debate that, unlike pre-
vious debates in the philosophy of science, such as the controversy between Popperians
and logical empiricists on the status of inductive reasoning, quickly spread to the social
sciences and the humanities and caused a massive interest in the philosophy of science
which lasted for several decades. This debate was dominated by views that were dis-
tinctly critical of the “received view” of science and of the support that this view had
received from “traditional” philosophy of science. The second development was that the
English-speaking academic world was opening up fast to new ideas from another, some-
what exotic world. In 1965 Heidegger was still a marginal figure on the horizon, of whom
only Being and Time (1962, English translation) and An Introduction to Metaphysics were
then available in English translation, plus a few essays. But from 1966 over a twelve-year
period the entire corpus of his post-war publications was published, mostly by Harper
and Row. The works of other philosophers quickly followed, and the term “continental
philosophy” came in use to refer to the type of philosophy represented by these works.!

Whatever the causal factors that interfered, and in whatever way they interfered—
and this is not the place to undertake a detailed historical investigation—it is difficult
to see how a philosophical field can sustain itself without a shared understanding of the
meaning of the term that defines it, or minimally, a shared understanding of the main
controversies surrounding the meaning of that term. It is bound to fragment into small
clusters of authors who understand one another’s work because they happen to use key
terms in the same sense. As I argue in this chapter, philosophers of technology fail to
appreciate the extent to which different authors build upon different conceptions of
technology and the extent to which this makes their claims and views and assessments
incomparable. And if comparison is imposed nevertheless, what results is a cacophony,
not a discipline.

In the next section I first address the question whether philosophy of technology’s
lack of unity can be seen to be (partly) due to its being “contested” between analytic
and continental philosophy. In the subsequent section I address how the field’s apparent
failure to be aware that it lacks a shared conception of technology mars its develop-
ment, and that as a “phenomenon” technology may even escape all attempts to define
it. I then offer a response to this diagnosis by proposing to look upon the philosophy
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of technology as consisting of three subfields, and by making some suggestions con-
cerning how the strengths of analytic and continental philosophy, as each sees them, can
be brought to bear on these subfields.

2. Is PHILOSOPHY OF TECHNOLOGY
BALANCING ASTRIDE THE ANALYTIC-
CONTINENTAL DIVIDE?

From the 1980s on, those who arrived fresh at the field would be excused for thinking
not only that there is a continental variety of philosophy but even that philosophy
of technology originated as a continental discipline. In his first book, Technics and
Praxis, Thde described Heidegger as “among the first to raise technology to a central
concern for philosophy” and stated that “Heidegger’s philosophy of technology is one
of the most penetrating to date” (1979, 103). In his later Postphenomenology, Thde still
described Heidegger as “surely one of the most important founders of the philosophy
of technology” (1993b, 1).? Scholars of the “second generation,” particularly Verbeek,
have followed Thde in this: Verbeek classifies Heidegger as the prime representative of
“classical philosophy of technology” Scholars who wholeheartedly reject Heidegger’s
views nevertheless concur with this view; Andrew Feenberg, for example, pronounced
Heidegger to be “no doubt the most influential philosopher of technology in this cen-
tury” (1999, 183).

The contrast between analytic and continental philosophy as two “schools” or
“cultures” of philosophy has been at play throughout the discipline for almost half a
century. And with Heidegger termed a key figure, philosophy of technology is im-
plicitly positioned in close proximity to continental philosophy. But in order to inves-
tigate whether there is any substance to the suggestion that philosophy of technology
is contested between two major philosophical schools or cultures, analytic and conti-
nental, we must start with characterizing them. That, however, is far from easy. Both
terms, it seems to me, refer jointly, and vaguely at that, both to concrete positions
adopted in the course of the historical development of philosophy and much more dif-
fuse attitudes or orientations that current philosophers assume which are felt to derive
from this historical position-taking. So far only analytic philosophy has itself become
the object of historical-philosophical study.?

Considered typical for analytic philosophy are an emphasis on the concepts and
terms of philosophical discourse and questioning, a focus on analysis and cutting up
large questions and problems into smaller bits, and a striving for clarity and rigor, often
through the application of formal logic. This applies in particular to the heydays of “core”
analytic philosophy, roughly from the late 1920s to the late 1950s. Since then, analytic
philosophy as a label refers more to a method or style of doing philosophy, which looks
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at “core” analytic philosophy for its inspiration. This description serves ill to distinguish
analytic philosophy from its opponent, continental philosophy, as if continental philos-
ophy would explicitly reject analysis, clarity, and rigor. How could any form of philos-
ophy get away with that? At most one can say that these are not emphasized or singled
out as characterizing continental philosophy. But what does characterize continental
philosophy is even harder to say than analytic philosophy, and any attempt to do so is
bound to meet even more controversy. For current continental philosophy it is probably
even more true that it is foremost a method and a style of doing philosophy, shaped, just
like analytic philosophy, by a historical core. For the purpose of this chapter, I settle for
an attempt to sketch and contrast these two cores.

Whatever the differences, the two philosophies share a radical origin. Both core
analytical philosophy and core continental philosophy looked upon themselves as
rejecting philosophy as it had been done before and as making a new beginning, if not
revolutionizing philosophy, and both did so at the same time, during the 1920s. The
character of their new beginning is of course what sets them apart. The distinction
most relevant to our discussion is how they both positioned themselves with respect
to science. Science formed the great challenge to 19th-century philosophy. The philo-
sophical inquiry into the structure of the world and the attempt to make sense of it all
had resulted, from the 17th century on, in the special sciences separating from philos-
ophy one by one, starting with physics and ending with psychology in the late 19th cen-
tury. This led to the question what was left for philosophy to do, if anything, and how it
should go about doing it in the light of the totality of science, which continued to de-
velop according to its own dynamic. The range of options for philosophy was vast, from
Wittgenstein’s emaciated therapeutic conception to Husser!’s substantial ground-laying
conception. But within that range, the cores of (what would become) analytic and con-
tinental philosophy emerged around two radically different positions with respect to
science: analytic philosophy as accepting science as a background for philosophy, and
continental philosophy as rejecting it. The analytic philosophy saw in formal logic a lan-
guage that it shared with science. One of the challenges put to philosophy by science
was that it threatened to leave no place for meaning. Analytic philosophy’s acceptance
of science as a background entails that only so much of meaningfulness can be secured
as science allows for. Continental philosophy rejected this approach as not delivering
sufficient meaningfulness, or the right sort of meaningfulness, and therefore rejected
science as a background, or rather saw little reason to engage with science at all.

Notwithstanding its original revolutionary zeal, analytic philosophy stopped being a
revolutionary movement long before the formative period of philosophy of technology.
It gradually became the new establishment, in the sense that most academic philosophy
in the English-speaking world is done by philosophers who, by training rather than by
well-considered choice, work in the analytic tradition. In the course of this develop-
ment, it spread to include all the philosophical fields that analytic philosophy originally
had wanted to kick out, in particular metaphysics and ethics. This allowed continental
philosophy, which developed more slowly and less linearly, to prolong its status as
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revolutionary philosophy in opposition to the analytic establishment in the English-
speaking world in the 1970s to 1990s.

One difference between analytic and continental philosophy is of particular im-
portance here. Whereas core analytic philosophy involved philosophers in at least
three countries—Austria, Germany, and England—continental philosophy I see as
dominated by the single figure of Martin Heidegger. Though continental philosophy has
“father figures”—Dilthey, Husserl—in the same way that analytic philosophy has “father
figures”—Russell, Moore, Frege—who were a major source of inspiration but are gen-
erally seen as not themselves belonging to its core, core continental philosophy to me
is the philosophy which developed in the space opened up by Heidegger’s particular
breach with traditional academic philosophy.* To investigate Heidegger’s alleged role
as one of the founders of philosophy of technology is therefore to investigate to what
extent there is a continental philosophy of technology. This alleged role of Heidegger is
based on two concrete elements of his work. The first is section 15 of his Being and Time,
the second his essay “The Question Concerning Technology.” These two are wide apart,
however.

In section 15 of Being and Time, Heidegger describes how Dasein—his term for the
conscious, living human being—is from the very start experiencing itself as living not
so much in a world but rather the world, and that this world first of all has the char-
acter of a network of things that are meaningful in that they are “for something” A
hammer is first of all something used “self-evidently” for hammering, and a pen for
writing, and these activities take place in a house which is self-evidently for living in,
and so forth. It requires an effort on the side of Dasein, which may be occasioned by
the thing itself, when, for example, it is broken or ill fit to the task—when a hammer
is too heavy, for instance—to conceive of a thing as an object, something that stands
alone, independent of us or the other things in the world, with properties—such as
size, weight, and material composition—that belong to it independently of us or
other things. Heidegger distinguishes these two modes of being by calling the first,
their being “equipment” and “for something,” ready-to-hand (Zuhanden), and the
second, their being objects independently of any meaningful context, present-at-hand
(Vorhanden).

To what extent does this description belong to philosophy of technology, or can even
be the first step toward a philosophy of technology that it is so regularly portrayed to
be? Heidegger’s description does not require the ready-to-hand things that make up
our world to be artifacts. Although the examples that Heidegger himself mentions—
hammers, pens, houses—are all artifacts, the neutral term “equipment” (Zeug) that he
uses for things in their ready-to-hand mode seems to me intentionally neutral in this
respect. Heidegger seems not interested at all in the origins of equipment as artifacts.
The word Technik occurs exactly once in Being and Time, in a parenthetical clause in sec-
tion 61. The distinction between ready-to-hand and present-at-hand, of which so much
is made, is on further reflection quite superficial.” Perhaps it takes the perspective of a
child rather than the no-nonsense perspective of an adult to bring this out. Imagine how
a child will take in the world in which it lives. First of all, it consists of natural objects just
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as much as artificial objects, and among both some are ready-to-hand but others not.®
Stones are for throwing at birds or skimming on the water, leaves of grass are for being
stretched between your fingers and being blown to produce their shrill note, feathers are
for being put in trophy boxes, and so forth. But many other things are just there: broken-
oft fragments of wood, unidentifiable components of equipment long gone, and the like.
The world delivers us with an entire spectrum of ready-to-hand and present-at-hand
manifestations.

Specifically from the perspective of technology and philosophical reflection on tech-
nology, Heidegger’s picture in Being and Time is highly unsatisfactory. Not only does it
seem immaterial to Heidegger how equipment has come to make up the world and how
this network of meaningful relations has been formed; his description of use is simply
inadequate. When hammering in a nail with a hammer, the nail is just as important as
the hammer. Even if it is granted that one need not consider the weight of the hammer
before taking it up, and therefore that one need never conceive of the hammer as having
a certain weight prior to grasping it, this cannot be so for nails. If one who is engaged
in a carpentry job does not consider how many nails are needed, how long and how
thick they should be, and at what distances they should be placed, one is not likely to
end up with something that remains standing. According to Heidegger, however, this
taking of things to have inherent properties is exactly what comes only when things are
looked upon as present-to-hand, a development out of the ready-to-hand, and also, in
Heidegger’s view, the first fateful step in the direction of metaphysics. It is difficult to see
how the calculative-planning thought so scorned by Heidegger can be absent even when
life proceeds in the taken-for-granted way that Heidegger identifies with the ready-to-
hand. But then the details of these relations seem not to be at all what he is interested
in. In Being and Time, Heidegger is exclusively engaged in an analysis of Dasein, which
to him is equivalent to living-in-the-world—not an analysis of the world in the tradi-
tional philosophical sense of “what there is,” “reality” That sort of analysis, as belonging
to metaphysics, is precisely what Heidegger intends to destroy, as he announces in the
introduction to the book.

In Heidegger’s essay “The question concerning technology” (1977), in contrast to
Being and Time, the word Technik takes center stage. But it is infused with the calculative
thinking which goes together with the mode of being that is present-at-hand. Technik
is exactly not what underlies the ready-to-hand. Heidegger does not define technology
as the making and using of artifacts, in order to distinguish next between “traditional”
technology and modern technology. Such a definition of technology he terms “unten-
able” Constructions like machines and power stations, as well as the type of human ac-
tion that is the making and the using of such things, are to Heidegger rather symptoms
or manifestations of something much larger, and it is this much larger “something”
that he calls Technik. It comes with a “a way of revealing,” a bringing into the open (a
Heideggerian technical term) which, in contrast to artistic or craftsmanly creation—
an individual act directed at the creation of a single concrete thing—is a constant chal-
lenging of nature to be available for nothing but further challenging, in an endless and
ever-expanding cycling and recycling. Technik is that of which this “way of revealing,”
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which Heidegger calls das Ge-stell (translated as “Enframing”) “is” the essence, or that
in the essence of which das Ge-stell “holds sway;” or “shows itself;” or “lies.” Technik, the
totality underlying the “way of revealing” and its instruments—the things that are, in
his view, misleadingly, referred to as “modern technology”—therefore manifests itself
as much wider, way beyond these “symptoms.” Technik “includes all the areas of beings
which equip the whole of beings: objectified nature, the business of culture, manufac-
tured politics, and the gloss of ideals overlying everything” (1973, 93). To Heidegger the
term Technik “coincides with the term ‘completed metaphysics’” (1973, 93)—a meta-
physics that started with Plato and that ever since has proceeded, step by step, inexo-
rably, in the direction taken.

This bodes ill for any suggestion that things could be otherwise. And indeed, although
the “revealing” is a manifestation of human activity, Technik, as Heidegger emphasizes,
is not. Technik and its Ge-stell result from a Geschick or “destining”; “mankind” has
been “claimed” (in Anspruch genommen) into responding with the way of revealing that
belongs to technology. As a consequence, and this is also emphasized by Heidegger,
no form or amount of human action can “put an end” to the manifestations of modern
technology, might we want to do so. We will simply have to wait until another destining
will “claim” us to approach the cosmos, or “what there is,” in another way.

To present Heidegger as a philosopher of technology, then, or even as pointing the
way to a philosophy of technology, seems untenable. The two conceptions of technology
that have been “constructed” from his work to justify this are in stark opposition to one
another. Heidegger himself flatly rejected the idea that his questioning can be taken as a
philosophy of technology. In his view, any philosophy of technology—any of the forms
that philosophical reflection on technology has taken in the past century—cannot but be
a pointless exercise within completed metaphysics. In the current crave for identifying
almost anything as “post-,” Heidegger’s view with respect to philosophy deserves this
prefix most: it is postphilosophy.

Indeed, if one looks into the details of how the work of philosophers of technology
who advocate Heidegger as one of the principal philosophers of technology is in fact
connected to Heidegger’s views—or to any part of continental philosophy, for that
matter—one discovers that these connections tend to be wafer-thin, if discernible at all.
It is doubtful to what extent Ihde’s characterization of his philosophy as grounded in
phenomenology and as being itself “postphenomenology” can be taken seriously. There
is no common ground between Heidegger’s talk of the essence of technology—das
Wesen der Technik—and the idea that the meaning of artifacts is “multi-stable” in Thde’s
terminology. Similar problems arise for Verbeek, who more than any other current phi-
losopher of technology seems to advocate a continental approach to the philosophy
of technology. When he gives as his “elementary definition” of phenomenology that it
is “the philosophical analysis of the structure of the relations between human beings
and their lifeworld” (2011, 7) and describes as the “central phenomenological idea” that
“human-world relations need to be understood in terms of ‘intentionality’” (2011, 15),
Husserl, who introduced the term phenomenology to modern philosophy, seems to be
far away.” Verbeek, following Thde, places intentionality in the relation between humans
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and their world (116), but for Husserl intentionality is entirely a phenomenon within
human consciousness. The meaning of the term phenomenology, as understood by
Husserl, and the extent to which Heidegger’s philosophy is phenomenological in either
Husser!’s sense or any explicable sense, are notoriously difficult and contested issues.
Heidegger himself was extremely condescending about Husserlian phenomenology in
private and the term disappears completely from his work once he had succeeded in
being nominated as Husserl’s successor in Freiburg. When Husserl finally set himself
to actually read Being and Time he likewise came to the conclusion that the work had
nothing to do with what to him was phenomenology.

We should therefore be very hesitant to characterize the work of philosophers like
Thde and Verbeek as a continental approach to philosophy of technology, and to accept
the existence of any systematic approach to the philosophy of technology that can be
placed in the tradition of continental philosophy. This is not to deny that there have been
significant contributions to the philosophy of technology from continental Europe, for
example by Jacques Ellul (1954) and Gilbert Simondon (1958). Ellul's writings exercised a
strong influence in the 1960s, at the time attempts started to organize the philosophy of
technology into a field of research. In 1962 the journal Technology and Culture published
the proceedings of an international conference that took its title of “The technical order”
from Ellul’s keynote address. Since then, however, Ellul's work has slowly drifted to the
margin. Simondon’s work, in contrast, has only recently been gaining interest. Still, nei-
ther of them can be connected to any particular philosophical tradition, or even to a tra-
dition of what doing philosophy is in the first place. In Ellul’s extensive list of references
only a handful of philosophers, from either tradition, occur—Jaspers, Marcel, Ortega
y Gasset, Russell. The only philosopher to figure in Simondon’s much shorter list is
Canguilhem.

A much stronger influence, especially on the work of Verbeek, has been exercised not
by some philosophical view but by the field of inquiry called Science and Technology
Studies, especially the theoretical approach known as constructivism. This is an ap-
proach to the study of, initially, science, but later extended to technology, which
originated in the 1970s out of dissatisfaction with the way that science was studied by
philosophers of science. Due to what was perceived as analytic philosophy’s reverence
for science, philosophy of science was taken to be satisfied with mere rational recon-
struction of the success stories of science. Proponents of the “Strong program in the
sociology of knowledge” sought to replace this with an approach in which science would
be studied as a social phenomenon, by the empirical human sciences, as it was their task
to study all social phenomena. Philosophy was distrusted for its insistence on a priori
judgements.® Like both analytic philosophy and continental philosophy, constructivism
aimed to be revolutionary, but like latter-day continental philosophy the establishment
which it targeted was analytic in outlook. And like continental philosophy as well, it
aimed to restore the primacy of the humanities in studying all human activity. Its con-
ception of the humanities, however, excluded “philosophizing” and implied a solid nat-
uralism.” This is precisely what philosophers who might agree to the primacy of the
humanities find objectionable in it (e.g. Winner 1993).
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If constructivism is often included in “the continental view;” this may be largely
due to it having been radicalized by the work of Latour and Callon, both Frenchmen,
in the 1980s. However, this radicalization concerned the choice for a particular
methodology—at most an issue in the philosophy of the human sciences, therefore, not
philosophy tout court. The strong program had been weak on methodology—which
particular models and theories from the human sciences should be used for its explan-
atory aims. Latour and Callon gave it a strong but at the same time more extreme meth-
odological orientation—that of semiotics. And part of the “social studies” community
flatly rejected this reorientation (Amsterdamska 1990, Bloor 1999). It was not, however,
a reorientation in the direction of philosophy. Although in the 1960s and 1970s—the
heydays of structuralism—semiotics and philosophy had a love affair, which did leave
its mark on continental philosophy, Latourian constructivism remains true to the
principles of the “social studies” approach: it is naturalistic and distrustful of philos-
ophy. In Latour’s major early works (1987, 1988), from the continental tradition only
Deleuze, Foucault and Serres are referenced, and as other philosophers Fleck, Kuhn and
Canguilhem. Greimas and Courtés’s Sémiotique: Dictionnaire raisonné de la théorie du
langage can be found referenced in almost anything Latour writes.

Indeed, Latourian constructivism seems to be a major source of inspiration for one
of the most controversial themes introduced in current philosophy of technology by
Verbeek, a theme that seems to have relieved the ghost of Heidegger as what makes
any analytic philosopher hesitant to enter the field, namely the treatment of artifacts as
agents (see Peterson 2012 and VerbeeK’s 2012 reply for a taste of the controversy).

We may conclude, then, that what prima facie seems, or is portrayed as, continental
philosophy of technology is in fact a highly superficial and eclectic borrowing. Little
attention is paid to where various adopted views came from, what they originally were
meant to do and whether they are compatible at all and therefore can be mixed. Thereisa
way of doing philosophy of technology that incorporates work from continental philos-
ophy, but it would be misleading to refer to it as a, or even the, continental-philosophical
way of doing philosophy of technology, because it is not continental philosophy.

Neither, however, can one say that there is such a thing as analytic philosophy of tech-
nology, though for different reasons.”” When philosophy of technology began to take
shape, core analytic philosophy was already over and few philosophers still saw them-
selves as representing it. To contrast analytic and continental philosophy was signifi-
cant only when and where continental philosophy was present to a significant degree.
Friedrich Rapp’s Analytical Philosophy of Technology (1981) is not analytic philosophy:
Rapp’s use of “analytical philosophy” refers not to conceptual analysis but to empirical
analysis. Somewhat different from the plea for an empirical turn made by Kroes and
Meijers (2000) two decades later, Rapp urged philosophers to become much better in-
formed about the historical development of technology before advocating “metaphys-
ical” views concerning its degree of inevitability and its appreciation. Rapp takes issue
only with the quality of extant metaphysical views, not their philosophical legitimacy.
Then what prima facie seems, or is sometimes portrayed as, analytic philosophy of tech-
nology is rather philosophers exercising the only sort of philosophy they understand
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to be philosophy, simply because it is the philosophy they were educated in, and not of
philosophers choosing and then implementing a particular approach to philosophy of
technology from among several possible ones.

To look upon philosophy of technology as contested between the two approaches or
continental and analytic philosophy, then, is not fruitful. Which is not to say that the
distinction lacks all relevance. But to see how, we must first return to what I mentioned
in the Introduction as being responsible for philosophy of technology’s lack of identity:
the fields failure to arrive at a shared understanding of the term “technology”

3. THE ALL Too MANY MEANINGS OF
“TECHNOLOGY”

Part of the argument developed in the previous section is that it is simply an error to
assume that, when Heidegger is making claims about something he calls Technik, he
is referring to that which the English word technology refers to. Two important things
are overlooked here. One concerns general philosophical methodology, the other the
particular situation of philosophy of technology. As for the former: if Heidegger’s essay
“The question concerning technology” is interpreted as a contribution to the philos-
ophy of technology, this gets the order wrong. Heidegger wished to lay bare a certain
phenomenon, and he felt justified to refer to that phenomenon as Technik. The phe-
nomenon comes first, and is Heidegger’s philosophical discovery, which makes him in a
sense master of it. That others use the term in a different sense is, to Heidegger, an aspect
of the phenomenon.

To be insensitive to this modus operandi in philosophy is bound to cause problems.
The very same thing—although on a smaller scale—can be seen in how Ferré in his
Philosophy of Technology discusses the work of Ellul. Ferré distinguishes four “problem
areas” for the philosophy of technology, one of which is methodology. He then writes:
“Some theorists hold that technology simply is methodology;” and indicates in a foot-
note that Jacques Ellul is such a theorist. Here Ferré assumes that when Ellul equates
“La technique” with methodology—Ellul defined it as “the totality of methods rationally
arrived at and having absolute efficiency in every field of human activity”—Ellul’s term
“technique” refers to what the word “technology” as used by Ferré refers to. Quod non.
Like Heidegger, Ellul claimed to have laid bare a fundamental phenomenon, a phenom-
enon which he felt justified to refer to as “la technique” No identification with common
words is intended or should be inferred.

Once this is recognized, Heideggerian Technik and Ellulean technique cannot retain
their benchmark status in the field of philosophy of technology. Neither Heidegger nor
Ellul saw their work as contributing to philosophy of technology and both doubted
the relevance of such a field, to put it mildly. Both in fact rejected the idea that their
work belonged to philosophy at all, as long as that term refers to established academic
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philosophy. But even with Heidegger’s Technik and Ellul’s technique sidelined, the disci-
pline still has a major problem concerning the meaning of technology, a problem that its
practitioners seem increasingly happy to ignore rather than resolve.

From the start it was recognized that the term “technology” is used for different sorts
of things. What these things are is fairly constant. Both Mitcham and Mackey (1972) and
Kroes and Meijers (2000) distinguish three meanings: technology as a form of know-
ledge, as a set of operations or an activity, and as (a collection of) objects, in particular
artifacts. Mitcham and Mackey suggested the use of three different terms for these three
sorts of things—technology for the form of knowledge, technique for the activity, and
technics for the objects—but without much confidence; they seemed to despair already
at the start that their attempts to settle on a fixed meaning would be successful. But nei-
ther did they implement their own proposal; they continued to talk in terms of tech-
nology only, where the term stands for any and all of the things they have distinguished.
Likewise, Kroes and Meijers first mentioned that the term technology can be found to
have these three different meanings, only to ignore these differences for the remainder
and to speak exclusively of technology.

Many authors either settle for something simpler or appear to take it for granted
that a simple definition is the correct one. Each of the three candidates distinguished
by Mitcham and Mackey and Kroes and Meijers can be found to serve this purpose.
For Bunge (1985, 220), for example, technology simply is “the body of science-based
technical knowledge,” where the use of “technical” suggests a high degree of circularity.
Verbeek (2005, 3 fn. 1) claims to follow “current usage” in taking “technology” to refer to
“the specifically modern, “science-based” technological devices of the sort that begun to
emerge in the last century” (by which I suppose the nineteenth century is meant). Again
the use of “technological” suggests a high degree of circularity.

Of the simple type, activity definitions seem to be the most popular. They are pre-
ferred by engineers. Susskind, for example, equates technology to “man’s efforts to sat-
isfy his material wants by working on physical objects” (1973, 1). But philosophers also
tend to prefer it. In his well-known book Thinking through Technology, Mitcham defined
technology as “the making and using of artifacts” (1994, 1), and Joseph Pitt in Thinking
about Technology curtly proposed the definition “technology is humanity at work” (1999,
11). No doubt these activity definitions were chosen because they seemed the most ac-
curate: somehow they also involve the “knowledge” and “object” components. However,
their being the most accurate goes together with their being the most problematic. Both
“the making and using of artifacts” and “humanity at work” exclude very little. It is ex-
tremely difficult to imagine a situation where one is not “at work” or is not using some
artifact. Technology, as Feenberg expresses it, is “the medium of daily life” (1999, vii).

At the other extreme of dealing with definitions, Langdon Winner has emphasized
how the term technology is used “to talk about an unbelievably diverse collection of
phenomena—tools, instruments, machines, organizations, methods, techniques, sys-
tems, and the totality of all these and similar things in our experience” and even claims
that Ellul’s “the totality of rational methods closely corresponds to the term technology
as now used in everyday English [. . .] a vast, diverse, ubiquitous totality that stands at
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the center of modern culture [and which includes] a substantial portion of what we
make and what we do” (1977, 8-9). This threatens to have the word mean everything and
nothing. He therefore proceeded by proposing a few “technical” terms that each cover
an aspect of the monstrous technology concept—apparatus, technique, organization,
network. However, just like Mitcham and Mackey before him, he failed to implement
his own proposal and talked in terms of technology for the rest of his book. Apparently
Winner, Mitcham and Mackey, Kroes and Meijers, and undoubtedly many others as
well, cannot see how to avoid using “technology” as an umbrella term that refers to a
vague totality of activities, artifacts and knowledge, something that Ihde (1993a, 3) was
careful to specify not more precisely than as a “phenomenon.” As a result, as noted in the
introduction, different claims about technology become incomparable.

It seems to me undeniable that this situation cannot be left like this if philosophy of
technology is to prosper as a discipline. It also seems plausible to me that this situa-
tion encourages—certainly is incapable of discouraging—the eclecticism of importing
widely diverging philosophical approaches and traditions into the field. However, it is
itself a greater problem than this eclecticism. In order to achieve some progress, the
concept of technology needs to be “tamed” first. In the next section I sketch a way to
achieve this.

4. (RE)STRUCTURING THE PHILOSOPHY
OF TECHNOLOGY

How can philosophy of technology receive a clearer identity and overcome its state of
being fragmented? What will not work is an attempt to unite the troops by waving a par-
ticular philosophical banner—either the banner of analytic philosophy or of continental
philosophy. That distinction may well be approaching the end of its career. What phi-
losophy needs is clarity of concepts and arguments, and although analytic philosophers
may at times have suggested that only analytic philosophy is capable of delivering these,
no philosophical approach can claim to own them. What is important is, first of all, a
rough consensus on what unites the totality of interests and the work done into a single
field—basically, how the concept of technology is understood and what are the basic
problems and questions with respect to it. But if the philosophy of technology is to re-
main a single field which, at the same time, offers a place for all forms of questioning
technology that philosophers have undertaken in the past half-century, a division into a
small number of subfields seems desirable. In my view the following threefold division
can serve as a starting point.

1. First philosophy of Technology. I choose this term to indicate the subfield where
the basic concepts and basic statements of the field are investigated. Among the
basic concepts is first of all that of an artifact, and more precisely a technical
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artifact. Closely related are the concepts of function and the means-ends rela-
tion. Additionally the investigation of fundamental relations, foremost making—
bringing into existence—and using, belongs here. Next to the grounding concepts
and relations, the subfield of First Philosophy would investigate the character of
statements and the elementary forms of reasoning central to technology. Ilkka
Niiniluoto (1993) proposed statements of the form, “If one wants to achieve X, one
should do Y”—statements forming a type that are called, after Von Wright (1963),
‘technical norms’—as statements that are fundamental to applied research or de-
sign science. Remarkably, and unbeknownst to Niinililuoto and Von Wright, al-
ready a full century earlier Fred Bon (1898) described as ‘philosophy of technology’
the area of normative philosophy structured by statements of the form ‘What
should be done in order to achieve X?’ A subfield of First Philosophy of Technology
is where such fragmented attempts can come together and be systematically devel-
oped into a coherent framework to serve our thinking about practical action in the
broadest sense.

. Philosophy of Engineering. Contained in technology is the practice of making tech-

nical artifacts and artifactual systems. This includes everything from designing
to manufacturing, implementing and even operating and maintaining. Within
technology, only engineering can plausibly be seen as a practice of its own, sim-
ilar to science. The two practices of science and engineering pervade one another
to a high degree, but they remain distinct. The setting of goals, the processes of
decision-making, the organization of work are all both more prominently social
in character, and their social character is of greater significance to the practice
than is the case in science. It is also more societal in character, that is, open to so-
ciety as the broad environment into which the practice is embedded. Especially as
regards the latter the difference to science is huge. One could say that engineering
is much less master of the criteria and considerations central to it—effectiveness,
efficiency, optimality—than science. One of the most astonishing aspects of the
historical development of the philosophy of technology since the 1960s is that
a (sub)field dedicated to Philosophy of Engineering has been extremely slow in
developing. Perhaps the towering presence of the field of philosophy of science,
which has hosted significant work relevant to the philosophy of engineering—for
example Niiniluoto —may be one of the reasons for this, but the ‘image’ of phi-
losophy among engineers, and the absence of any tradition of shared interests
between philosophy and engineering, as it exists for philosophy and science, prob-
ably did not help either. However, I would argue that philosophy of technology has
no future if it is not going to contain Philosophy of Engineering as a subfield.

. Philosophy of Technologies. This is the subfield that studies the role of technology

as implemented in society in the form of technologies: designed artifacts in
use connected to a background of other artifacts. It addresses both how the use
made of concrete technologies leaves its mark on society and culture and how
technologies themselves are (re)shaped by the way they are used in society and
by the effects this use helps cause.!! The transformation force that technology
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exercises, increasingly so at the pace at which it develops, on the structure of so-
ciety and the way that people live their lives—and on the lives that people can
live—is such that philosophy of technology will be felt to be of no relevance what-
soever if it discards studying these aspects. And in fact it has never been seriously
proposed that it should do so. Much criticism levelled at earlier work has argued
it that if philosophy is to contribute in a meaningful and worthwhile way to the
understanding of and resolution of the many issues and problems in this area, it
should first—or minimally in parallel—develop an understanding of what tech-
nology is and how it comes into being prior to ending up as a social given. A disci-
pline where Philosophy of Technologies coexists in a well-balanced way with First
Philosophy of Technology and Philosophy of Engineering is a starting point for
bringing this about.

Even if there is no substance to the idea that there are analytic and continental variants
of philosophy of technology, still the distinction between them as variant ways of doing
philosophy is a real one. Each comes with its specific types of expertise and its char-
acteristic weaknesses and blind spots. We may therefore expect the distribution of
philosophers who roughly identify with either of these variants, if only as their edu-
cational background, to be far from uniform. Undoubtedly, philosophers raised in the
analytic tradition will feel perfectly at home in the subfield of First Philosophy. It has
seen some major activity in the past two decades by philosophers from the Netherlands,
for example in the form of “The dual nature of technical artifacts” research program
(Kroes & Meijers 2006) and a follow-up project dedicated to the metaphysics of arti-
fact kinds (Franssen et al. 2014). This work can be placed in the tradition of analytic
philosophy, and indeed clarity and precision—although not necessarily through formal
logic—seem of crucial importance here. But an emphasis on clarity and precision in no
way closes off an area for certain topics or approaches. An elaboration of the mediation
view of artifacts adopted by Ihde and especially Verbeek, which until now has remained
rather sketchy, I would consider a key contribution to the subfield of First Philosophy of
Technology.

With respect to the subfield of Philosophy of Engineering, the major challenge is
to develop this into a recognizable and coherent enterprise. Only since a decade or so
has work been done to articulate this subfield.” Writings that contain an open invita-
tion to do so, with a rough sketch of what it would deal in, have been lying in wait for
up to several decades (e.g. Simon 1969, Vincenti 1990). Since science and engineering
are both practices, and very interwoven at that, the philosophy of science will function
as a benchmark of sorts. Taking a comparative approach would serve to speed up the
development of the philosophy of engineering. As this subfield is particularly close to
philosophy of science, given how science-based modern engineering is and given how
close engineering education is to science education, those who consider themselves,
broadly, analytic philosophers will feel at home in this subfield as well. Important work
in this comparative vein has already been done: in addition to the works mentioned in
n. 12, for example, Houkes (2009) on engineering knowledge and Zwart and De Vries
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(2016) on the nature of engineering research. The subfield clearly has many points of
contact with the subfield of First Philosophy through concepts as artifact and function,
which are central to many aspects of the practice. However, the subfield can also be ex-
pected to have clear points of contact with the subfield of Philosophy of Technologies.
Engineering is an activity that overwhelmingly takes place in business firms and this
fact must be taken into consideration. How individual and societal wants and needs
reach engineers and firms, either directly or mediated by all sorts of public agents, how
the environment, structured by democracy and competition among firms in the market,
greatly affects the way the practice of engineering is organized, structures how innova-
tion happens and how it does not happen, and has a say in which products are designed
and which technologies are developed. These are all matters that are of importance for
the Philosophy of Engineering, for example concerning how it models engineering de-
cision making. Philosophy of Engineering, therefore, should not be considered of exclu-
sive interest to analytic philosophers. Bucciarelli (1994) has adopted an approach that
leans somewhat to constructivism in being “ethnological” but which offers precisely the
sort of empirical work that philosophical analyses must take into account. His emphasis
on the business firm as the default environment for engineering, and his analysis of this
environment in terms of the concept of “object world,” defined through engineering
disciplines, make his work a meeting place for analytic and narrative approaches.

The third subfield, that of Philosophy of Technologies, is where most of the work done
until now must be placed. Insofar as this work can qualify as philosophical, and aims
to be so qualified, it represents a wide spectrum of different perspectives. In that spec-
trum, however, the perspective of analytic philosophy is not particularly prominent.
Nevertheless, the emphasis on conceptual clarity and argumentative precision that an-
alytic philosophy strives for are definitely in need here, as this subfield faces a number
of challenges. How these challenges are dealt with, and whether they are acknowledged
in the first place, will play a significant role in the coming to adulthood of philosophy of
technology—as judged from the vantage points of philosophy, of engineering, and of
the human and social sciences.

I have room here to briefly discuss only one challenge. Philosophers are gener-
ally prone to an individualistic bias and tend to ignore the mechanisms of aggregation
that “generate” society and social phenomena from the actions of individuals, and the
gap that separates micro-level phenomena—the level of individual behavior—from
macro-level phenomena—the level of social structure.”® Philosophical concepts are de-
fined overwhelmingly with reference to the deliberating and acting individual. Most
of these concepts cannot be transferred to the aggregate level. To talk in terms of “hu-
manity;,” “mankind,” “man,” is to put up smoke screens—they hide from view that at the
aggregate level there are no subjects or agents but things that happen. For example, in
philosophy of technology one regularly encounters the statement that technology is
instrumental—if only as the standard view, which is then criticized. However, if it is
criticized, it is not for the right reason: critique is directed at the view that technology
is merely instrumental, not the idea that one can think of technology as instrumental in
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the first place. But precisely the latter is problematic. There is a great risk here of falling
victim to category mistakes—a notion from analytic philosophy introduced by Ryle
(1949)—which is eminently relevant to Philosophy of Technologies. Individual artifacts
are correctly looked upon as instrumental: they are produced to be used in well-defined
environments to serve specific and concrete purposes, and that is generally how they
are in fact used. However, this does not make implemented technologies instrumental
in this sense. Given the enormously distributed way in which technology is developed
and implemented, the total configuration of systems that consist of both artifacts and
humans engaged with them is the result of historical accident and changes faster than
anyone can record and cannot be said, in its totality, to serve any particular purpose. No
such purpose has ever been defined or conceived, nor is a subject available who can be
said to entertain it. To state that technology “is for” increasing human welfare is whis-
tling in the dark. That technology offers a reservoir of means, “technologies,” from which
people select what suits them to serve their private ends and governments what suits
them to serve public ends, articulated in whatever way, does not mean that technology
can be seen as a global instrument which “humanity” uses to a purpose. “Humanity” is
the mere receptor of the net result of the existence of technology. What lives people live,
can live, and would want to live is determined at any moment by the total state of the
world, including the state of technology.

This issue is of particular relevance to the ethics of technology. Over the past decades,
the assessment of the way technology influences society and culture and individual lives
has increasingly been made subject to scrutiny from the perspective of ethics. Ethics of
technology is now an accepted term, especially within engineering education. Ethics,
however, as a philosophical field of study, takes the acting individual as starting point.
Ethics judges, prescribes, and assesses the actions, choices, and attitudes of individual
human beings. It is highly contentious, to say the least, to what extent any of it can re-
main valid once we start to ascend levels of aggregation. The “problem of many hands” is
notoriously ubiquitous in engineering and technology (see e.g. Van de Poel, Royakkers,
and Zwart 2015). However, we need only to look at the work of Margaret Gilbert (1989)
on plural subjects—exemplary analytic philosophy—to see the amount of detail that
goes into elevating intentions to the level of small groups such that ethical concepts like
responsibility can be given a meaning at the aggregate level. The philosopher’s choice of
ethics as the conceptual framework for approaching issues concerning the assessment
and evaluation of technology’s role in society runs a serious risk of obscuring rather than
clarifying. The general domain of philosophical reflection on values and normativity is
in fact separated—inevitably in view of the complexities caused by aggregation—into
ethics for the individual level and political philosophy for the societal level.

To be sure, this separation cannot be total, since individuals are also members of
society—something that people were already keenly aware of in Antiquity, as we can
find the conflict between individual morality and societal obligation already treated
in Greek tragedy, e.g. Antigone of Euripides. There are authors whose work straddles
this bifurcation, in particular John Rawls, but the point of reference is still formed by
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individual choices, and the problem of how to assess at higher levels of aggregation, and
whether this is possible at all using individual-level concepts, is not addressed. Ethics
of technology should beware of trying to hew a path through a jungle that has already
been charted over the course of several centuries by the discipline of political theory.
There are philosophers of technology who approach Philosophy of Technologies pri-
marily from a political perspective rather than an ethical one—notably Winner and
Feenberg—but still the ethical approach currently seems to dominate.

5. CONCLUSION

Given the vastness of the phenomenon of technology, clarity, precision, and analysis
will be indispensable not only if the philosophy of technology is to be acknowledged as
having something relevant to contribute in the totality of “concerns” that people have
with respect to technology, but also if it is to be acknowledged as making its contri-
bution as philosophy. Clarity, precision, and analysis are virtues that analytic philos-
ophy in particular claims for itself. This is not idle talk. See for instance the notion of
a category mistake, or the array of concepts, like “practice,” that are now available to
bring structure to an extremely wide-ranging concept as “technology;” all products of
analytical philosophy’s focus on conceptual analysis. However, analytic philosophy is
itself quite vulnerable to an overemphasis on the intentionally acting individual and
its conceptual outlook. This is one of the main reasons why it received criticism both
from continental philosophy and constructivism. There is a considerable amount of
truth in the complaint from the social-scientific approach (of which social construc-
tivism is the most radical representative) that philosophy, in particular philosophy of
science, is exclusively interested in rational reconstruction and is therefore inclined,
or even condemned, to write Whig history in the service of science. The problem is,
however, that the social science which constructivism introduced as an alternative is
shallow and impoverished, and occasionally seems even to have been adopted primarily
for its potential to upset philosophers rather than its potential to clarify and explain so-
cial processes. Still, philosophical understanding must be distinguished from (social-)
scientific understanding. Philosophy is the unique discipline in which normative
questions take center stage: questions concerned with values and meaning—conceptual
meaning as well as life-guiding meaning. But philosophy itself has no methodology for
penetrating social phenomena. It can only contribute by penetrating the methods and
theories that the humanities and social sciences use to penetrate social phenomena.
Just as in the subfield of Philosophy of Engineering philosophers will have to cooperate
closely with engineers and heed both what they say they do and what they actually do, in
the subfield of Philosophy of Technologies philosophers will have to cooperate closely
with historians and social scientists and to calibrate their interpretations against the
findings of these disciplines.
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NOTES

10.

11.

12.

. See Critchley (2001, 38). Critchley mentions an early use by John Stuart Mill but he used

it in the literal, and as such quite neutral, sense to refer to the work of philosophers on the
European continent in general. It is unclear how wide this usage was and whether it in-
formed modern usage.

. Prior to Thde, Mitcham and Mackey (1972) had included Heidegger as one of the many

authors who had addressed “the philosophical problems of technology” Possibly because
Heidegger’s “The Question Concerning Technology” was not yet available in English, the
volume “attended to” Heidegger in the form of an essay by Hood in which the “Aristotelian
view” of technology and the “Heideggerian view” were contrasted and the latter was
recommended for the understanding of modern technology.

. Glock (2008) offers a well-researched, book-length overview; Raatikainen (2013) is also

helpful. As far as continental philosophy is concerned, apart from Critchley (1998, 2001)
I am acquainted only with Mulligan (1991) as sketches of a history. Critchley offers broad
and narrow conceptions of continental philosophy as possibilities but prefers a broad con-
ception, whereas I prefer, as a working hypothesis, a narrow conception. A different but
similarly narrow conception has been entertained by Dummett (1993).

. Isee the contrast between Husserl's view (in The Crisis of European Sciences, 1970) that his

work completed Western philosophy and Heidegger’s resolve to step out of the circle of
“completed metaphysics” and even to destroy metaphysics as crucial. My conception of
core continental philosophy is a narrow one, therefore, but a justification of this concep-
tion has to be undertaken elsewhere.

. In “The Basic Problems of Phenomenology; a course read in the summer semester of 1927,

roughly a summary of Being and Time, the distinction between Vorhanden and Zuhanden
is lacking (Heidegger 1982, 161-170).

. The distinction between ready-to-hand and present-at-hand is not a dichotomy. Heidegger

suggests that nature and natural entities outside of human reach “are” in yet another way.

. Dominic Smith, whose Exceptional Technologies: A Continental Philosophy of Technology

(2018) is the only explicit attempt at continental philosophy of technology that I know of,
has a similar lackadaisical approach to how contemporary philosophy in the continental
tradition relates to its foundational themes: to him what is common to all continental phi-
losophy is “a sense of the transcendental”

. Ironically, social constructivism’s pedigree can be traced straightforwardly to philosophy,

and to the heart of analytic philosophy at that, since it was Peter Winch’s interpretation of
Wittgenstein's Philosophical investigations that was a major input for David Bloor’s formu-
lation of the strong program.

. The ‘nature’ underlying it is of course that formed by humans in association, so the better

term would be ‘socio-culturalism’

In (Franssen 2009) I began my discussion of analytic philosophy of technology by saying
there is no such thing.

Both Verbeek (2005, 2011) and Smith (2018) address and question primarily technologies,
not technology—which has motivated me to choose the term ‘philosophy of technologies’
A major step has been taken with the biennial conferences of the Forum for Philosophy and
Engineering, held since 2010, following up two international Workshops on Philosophy
and Engineering in 2007 and 2008 and resulting in several edited volumes with conference
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papers (Michelfelder, McCarthy, and Goldberg 2013; Michelfelder, Newberry, and Zhu
2017; Fritzsche and Oks 2018). Apart from this see also (Bulleit et al. 2015).

13. An excellent introduction to these problems, addressed already in the bookss title, is
Schelling’s Micromotives and Macrobehavior (1978).
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DON HOWARD

1. INTRODUCTION: TECHNOLOGY ETHICS
FOR THE TWENTY-FIRST CENTURY

TECHNOLOGY ethics, by contrast with its more wide ranging parent discipline, the phi-
losophy of technology;, is a still developing field of study that is not yet fully established
as an independent, academic sub-discipline, as judged by such sociological markers as
a dedicated professional organization and the recruitment of college and university fac-
ulty with technology ethics as the stipulated area of specialization. Of late, interest in
the field, both inside and outside of the academy, is picking up. But growing the com-
munity of scholarship on technology ethics, making that scholarship still more sophis-
ticated, and bringing the scholarship into conversation with engineers, entrepreneurs,
corporate executives, regulators, legislators, and consumers are compelling needs in
a world in which the ever-accelerating pace of technological innovation poses ever
more problems, and ever more serious problems, regarding the ethical impacts of new
technologies. Those of us who work in this space must be more intentional in shaping
the future of this still emerging and evolving field. In doing so we have to ask ourselves,
what are our primary goals for technology ethics as a discipline and by what criteria we
will judge our success in achieving those goals? I would guess that most of us want tech-
nology ethics to be not a detached academic specialty but an engaged body of scholar-
ship that does its part to make ours a better world.

If our goal is engaged scholarship aiming to promote human flourishing, then we
must ask ourselves how the scholarship that we produce can best serve that end. The
more specific question that I want to pose is whether we do this better with scholarship
focused mainly on the identification and mitigation of risk (what I might term “mon-
itory” scholarship), or also with scholarship that seeks out and promotes responsible
technological innovation that promises moral gain (what I might term “amelioratory”
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scholarship)? My concern is that, for reasons having to do with the circumstances of
its birth and early development, technology ethics as a field of study has foregrounded
monitory scholarship, and that its having done so has compromised its prospects
for constructive dialogue with the engineers, executives, regulators, legislators, and
consumers who should be an important part of its primary audience. Or, to say it more
plainly, if all that we do is wag a finger, say “tsk, tsk,” and tell the engineers what they are
not allowed to do, then we risk making our scholarship not irrelevant, but unread and,
so, inconsequential in the very quarters where it is most needed.

2. A MACULATE CONCEPTION? THE BIRTH
OF TECHNOLOGY ETHICS

Technology ethics stands in a complex relationship with several nearby fields of scholar-
ship, including the philosophy of technology, the history of technology, science and tech-
nology studies (STS), the sociology of scientific knowledge (SSK), and the history and
philosophy of science (HPS), along with newer groupings, such as the Consortium for
Socially Responsible Philosophy of/in Science and Engineering (SRPoiSE) and more spe-
cialized fields like environmental ethics and medical ethics. It speaks many languages be-
yond the major European ones, but in the form in which it exists in the core, contemporary
literatures, its origins are, for better or worse, distinctly European and North American.

In the twentieth century, serious philosophical reflection on technology begins with
Friedrich Dessauer’s 1927 book, Philosophie der Technik [Philosophy of Technology]
(Dessauer 1927), and Lewis Mumford’s 1934 Technics and Civilization (Mumford 1934;
see also Mumford 1967-1970). If there is, however, one “Urquell,” one original source
from which the field that was to become technology ethics first emerged, it was Martin
Heidegger’s “The Question Concerning Technology” [“Die Frage nach der Technik”]
(Heidegger 1953). A fixture even today on every undergraduate Science and Technology
Studies (STS) or Science, Technology, and Values (STV) course syllabus, no one
work has done more to set the tone and the valence of philosophical thinking about
technology’s impact on the world and human experience in a technologized world.
Heidegger warns of specific risks, such as global annihilation via nuclear weapons, and
laments the tendency of technology or our uncritical embrace of technology to trans-
form the whole world, including humankind, into a “standing reserve,” essentially the
raw material with which technology works. But his deeper message, a nostalgic, neo-
Romantic message, is that a technologically mediated relation of humankind to the
world, what he calls “Enframing,” precludes or impedes a more authentic and organic
approach to the world through an openness to Being:

The threat to man does not come in the first instance from the potentially lethal
machines and apparatus of technology. The actual threat has already affected man in
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his essence. The rule of Enframing threatens man with the possibility that it could be
denied to him to enter into a more original revealing and hence to experience the call
of a more primal truth.

(Heidegger 1953, 28)

The real risk is, thus, a metaphysical one. Yes, there is more than a little irony in the fact
that this critique of technology’s threat to the very essence of humankind was penned by
a philosophical apologist for the ideology of Nazism and anti-Semitism that pioneered
technologized murder on a scale theretofore unknown in human history. But bracket
that. The more important point is that this founding text is born out of a profoundly
anti-modern, anti-Enlightenment intellectual project, one deeply skeptical of any of the
otherwise common philosophical efforts to link science and technology to freedom, de-
mocracy, and material progress, be they the naive scientism of liberal, democratic polit-
ical theory, the “scientific world view” championed by Vienna Circle logical empiricists,
or Marxist “scientific materialism.”

Another thinker of the same era who, while less well known today, had at that time a
comparable impact on the philosophy of technology in its early years and nascent tech-
nology ethics was the French philosopher, sociologist, and theologian, Jacques Ellul,
whose 1954 book, La Technique: LEnjeu du siécle (Ellul 1954) found a wide readership
when it appeared in an English translation ten years later as The Technological Society
(Ellul 1964). Ellul’s intellectual heritage was markedly different from Heidegger’s, the
chief influences on his thinking being Karl Marx, Seren Kierkegaard, and Karl Barth.
His politics, likewise, differed from Heidegger’s. He was active in the French resistance
during World War II and was named one of the “Righteous Among the Nations” at Yad
Vashem in 2001. Nonetheless, his technology critique converged with Heidegger’s in
several respects. Ellul viewed technological dominance as just one especially threatening
instance of the broader phenomenon, characteristic of modernity, of the penetration of
what he termed “technique” in almost every domain of human experience, “technique”
being a sociocultural formation that valorizes rationality and efficiency. Ellul’s concept
of “technique” bears comparison with Heidegger’s notion of “Enframing” Also like
Heidegger, Ellul argued that technology had fundamentally altered humanity’s relation
with nature, modern science having begun the desacralization of nature as far back the
seventeenth century:

The world that is being created by the accumulation of technical means is an artificial
world and hence radically different from the natural world.

It destroys, eliminates, or subordinates the natural world, and does not allow
this world to restore itself or even to enter into a symbiotic relation with it. The two
worlds obey different imperatives, different directives, and different laws which
have nothing in common. Just as hydroelectric installations take waterfalls and
lead them into conduits, so the technical milieu absorbs the natural. We are rapidly
approaching the time when there will be no longer any natural environment at all.
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When we succeed in producing artificial aurorae boreales, night will disappear and
perpetual day will reign over the planet.

(Ellul 1964, 79)

In effect, science and technology have become the new sacred in the modern world.

Though Ellul and Heidegger share a neo-Romantic nostalgia for a lost, pre-industrial
world in which humankind stood in a more authentic relationship with nature, Ellul is
not at all as resigned and reactionary as Heidegger. He writes as a sociologist seeking
mainly to understand our modern, technologized, human condition. He documents
what he takes to be the likely further development and domination of the technical im-
perative, but he does this not in a spirit of total despair and powerlessness:

In the modern world, the most dangerous form of determinism is the technolog-
ical phenomenon. It is not a question of getting rid of it, but, by an act of freedom,
of transcending it. How is this to be done? I do not yet know. That is why this book
is an appeal to the individual’s sense of responsibility. The first step in the quest, the
firstact of freedom, is to become aware of the necessity . .. . [B]y grasping the real na-
ture of the technological phenomenon, and the extent to which it is robbing him of
freedom, [man] confronts the blind mechanisms as a conscious being.

(Ellul 1964, xxxiii)

There is more than a hint of Marx, Kierkegaard, and Barth in the way in which Ellul here
puts human freedom and technological determinism into a dialectical relationship with
one another. But while Ellul is not wholly resigned to a tragic fate of the total technolog-
ical domination of nature and human life, he shares with Heidegger an essentially tragic
reading of the role of technology in human affairs.

A third voice that shaped emergent philosophy of technology and technology ethics
in the mid-twentieth century was that of neo-Marxist, Frankfurt School critical theory.
Herbert Marcuse and Max Horkheimer were the movements most prominent refugee
representatives in the United States in the 1930s, where they re-established the Institut
tiir Sozialforschung as the Institute for Social Research at Columbia University. A cri-
tique of the epistemology of modern scientific reason had played a central role in the
work of the Frankfurt School for some time, epitomized by Horkheimer’s seminal,
1937 essay, “Traditionelle und kritische Theorie” [“Traditional and Critical Theory”]
(Horkheimer 1937), where Horkheimer contrasted conventional scientific theory,
which sought only understanding, explanation, and through them, control of the ma-
terial world, with transformative, critical, social theory. Thinking out the implications
for the kind of reason embodied specifically in technology, Marcuse introduced the
notion of “technological rationality” in his 1941 essay on “Some Social Implications of
Modern Technology” (Marcuse 1941), and that was followed by Horkheimer’s articu-
lation of the kindred notion of “instrumental reason” in his 1947 book, The Eclipse of
Reason (Horkheimer 1947).
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On Marcuse’s analysis, technological rationality is the ironic outgrowth of the “indi-
vidualistic rationality” that theorized and legitimated the middle-class revolutions of
the eighteenth and nineteenth century, the revolutions that ushered in the industrial age
that now demands its own form of reason, one repudiating the very notions of freedom
and individualism in the name of which those revolutions were fought. Technological
rationality prioritizes efficiency and compliance:

The idea of compliant efficiency perfectly illustrates the structure of technological
rationality. Rationality is being transformed from a critical force into one of adjust-
ment and compliance. Autonomy of reason loses its meaning in the same measure as
the thoughts, feelings and actions of men are shaped by the technical requirements of
the apparatus which they have themselves created. Reason has found its resting place
in the system of standardized control, production and consumption. There it reigns
through the laws and mechanisms which insure the efficiency, expediency and co-
herence of this system.

(Marcuse 1941, 422)

This technological rationality is not just a thing of the mind. It is bound up with the ma-
terial forces of production and reconfigures all social relationships to suit the needs of
technology, including the creation of mass bureaucracy for the administration of both
humans and machines.

Aswith Ellul, who was also a student of Marx, Marcuse and Horkheimer do not simply
despair, however grim and realistic their vision of the totalizing tendencies of modern,
technological societies, especially in the more horrific form they took in places like Nazi
Germany. Following the lead of Marx, they recognize that, just as capitalism contains
within itself the seeds of its own destruction, so, too, emancipatory opportunities might
emerge from within a world shaped by technological rationality, if only critical reason
can also be brought to bear on the problem and if public forms of organization focused
on the genuine needs of humankind can be developed, which means massive, delib-
erate, progressive, governmental reform. Still, they recognized that the challenge was
a daunting one and that the forces of progressive social and political reform were, then,
not yet adequate to the task.

It was not as if all thinkers in the post-war era were equally dour in their assessments
of the impact of technology on the natural world and human well-being. A thoughtful
alternative view was put forward in C. P. Snow’s 1959 Rede Lecture, “The Two Cultures
and the Scientific Revolution” (Snow 1959). We wrongly remember the lecture as mainly
ameditation on the challenges of cross-disciplinary communication between humanists
and scientists. It was that, but Snow’s main message was importantly different. For one
thing, he was more concerned with relations between humanists and engineers, not
scientists, and the reason for his concern was not a purely theoretical worry about the
prospects for interdisciplinarity or cross-disciplinary communication. No, his real con-
cern was that the world faced many, serious problems that would be far harder to solve
were the humanists and the engineers to persist in talking at cross purposes. Why?
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Snow characterized the engineer as the “cultural optimist,” someone who believes
that challenges can be met and problems solved by the application of science and reason.
The “literary humanist,” by contrast, he described as the “cultural pessimist,” someone
so overwhelmed by the tragic nature of the human condition as to be rendered power-
less. One easily imagines that Snow had thinkers like Heidegger, Ellul, Horkheimer, and
Marcuse in mind when thinking about the mindset of the humanist. Snow valued the
insights of the humanists for their tempering the often naive optimism of the engineer
with a keen sense of the complexity of the world and the baleful impact of the presence
in it of fallen, sinful humankind. But Snow was first trained as a chemist, and he cast
his lot with the engineers, as was made clear in the lengthy essay, “A Second Look,” that
he appended to the original lecture in the 1963 expanded edition, where, among other
things, he presents a passionate argument for why the nations of the West must invest
heavily in training a vastly expanded, new generation of young engineers if we are to
compete for global dominance with the Soviet Union. His point was not that we need
to build more and better bombs, but that we need to build schools, hospitals, highways,
power plants, and agricultural infrastructure in the developing world. Humanists must
play a vital role in this enterprise, if only to help us understand the sometimes very dif-
ferent cultures to which we seek to extend a helping hand, but humanists cannot do that
ifthey think that we are doomed, come what may, and that technology is the cause of our
damnation. Snow was a Cold Warrior, but if we write oft his argument as merely a prop-
aganda exercise, then we miss the central point about which he mainly cared, which is
that hand-wringing and another sip of absinthe will not fix a world at risk.

Snow’s call to train a new generation of scientists and engineers who were equally
well educated in history, literature, philosophy, anthropology, and the arts garnered a
large and enthusiastic following among his technical colleagues around the world and
among a younger generation of aspiring young scientists and engineers who wanted to
put their brains to work making not weapons but a world of peace and prosperity. But
too many of the humanists whose help Snow earnestly sought either ignored the argu-
ment or took it as another excuse to condescend to scientists and engineers who could
not, from memory, quote long bits of Shakespeare, as when the eminent Cambridge lit-
erary scholar F. R. Leavis, condemned Snow as “portentously ignorant” of both liter-
ature and history (Leavis 1963, 28), calling him a “‘public relations’ man for Science”
(Leavis 1963, 14).

It did not help that John Kennedy’s Secretary of Defense, former Ford Motor
Company president Robert McNamara, was eager to recruit a lot of smart, young
technocrats, the “best and the brightest” (Halberstam 1972), to plan and execute with
Kennedy’s successor, Lyndon Johnson, a massive expansion of the US role in the
Vietnam War. Kennedy, himself, had been more invested in recruiting the same kind of
technical talent for the Peace Corps, the mission of which—international development
and peace building—aligned more closely with Snow’s vision of what culturally sophis-
ticated and sensitive engineers could achieve. But that was not the mood in 1963 among
the humanists to whom Snow reached a hand in peace.
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No, the dominant mood on the humanist side of the academy in 1963 and among
many in the broader public was otherwise. Marcuse’s critique of technological ration-
ality found a large and receptive audience when it was repackaged as a central theme
in his widely-read book, One-Dimensional Man (Marcuse 1964), which appeared in
the same year as the English version of Ellul’s The Technological Society. The ideas of
Ellul, Horkheimer, and Marcuse fell on fertile soil in the early 1960s. In 1964, the nuclear
arms race between, mainly, the United States and the Soviet Union was accelerating.
The actual and potential devastation wrought by nuclear weapons was, for many at the
time, the most compelling demonstration of the dangers of out-of-control, new tech-
nology. Even two decades before atmospheric physicists first alerted us to the risk of
catastrophic, “nuclear winter” scenarios, it was clear to the educated public that all-out,
nuclear war between the United States and the Soviet Union could mean the end of hu-
mankind. What better proof could there be that the “technological imperative,” as Ellul
termed it (1964, 21), was leading us to ruin?

The early 1960s also witnessed the birth of the environmental movement. Silent
Spring, Rachel Carson’s clarion call to action about the dangers of synthetic pesticides,
was published in 1962. In it, Carson marshaled evidence that DDT, in particular, was
implicated in the death of many bird species, especially raptors, along with cancer and
other diseases in humans exposed to such toxic chemicals (Carson 1962). Equally sig-
nificant was the controversy over the construction of the Glen Canyon Dam on the
Colorado River, which was started in 1956 and completed in 1966. As Lake Powell began
to fill behind the dam, 186 miles of extraordinarily beautiful canyon land was flooded,
with the destruction of precious habitat for rare and endangered plant and animal spe-
cies as well as dozens of Native American archaeological sites. For many future, radical,
environmental activists, like Edward Abbey, this was an egregious assertion of the tech-
nological domination of nature, and convinced them of the need for, sometimes, even
violent resistance to the destruction of the natural environment (Abbey 1959, 1968).

While some blamed the environmental crisis on an exploding, global population,
more and more thinkers were making the connection between technology and envi-
ronmental problems. No one was more influential than the Washington University cell
biologist and plant physiologist, Barry Commoner, whose engagement with the effects
of technology on the environment began with his work in the 1950s on the environ-
mental and health effects of radioactive fallout from atmospheric nuclear testing. By the
mid-1960s, he was thinking about environmental problems from a more comprehensive
point of view, as, in his 1966 book, Science and Survival, where he emphasized the unpre-
dictable consequences of new technologies unleashed in a highly complex, global eco-
system and wrote that “the age of innocent faith in science and technology may be over”
(Commoner 1966, 3). In his 1971 book, The Closing Circle, Commoner argued that it was
especially the explosive growth of the synthetic petrochemicals industry after World
War II that set in motion the rapid proliferation of environmental crises. Whether it is
pesticides and fertilizers or detergents, synthetic textiles, and plastics, all of this new,
synthetic, organic chemistry was suddenly introduced into a biosystem that had not
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evolved the capacity to survive such chemistry. In the chapter titled “The Technological
Flaw;” Commoner concluded:

The over-all evidence seems clear. The chief reason for the environmental crisis that
has engulfed the United States in recent years is the sweeping transformation of pro-
ductive technology since World War II . . . . Productive technologies with intense
impacts on the environment have displaced less destructive ones. The environmental
crisis is the inevitable result of this counterecological pattern of growth.

(Commoner 1971, 175)

This is the context in which the field of study that became technology ethics was born.
A highly theoretical technology critique birthed by continental philosophers whose
politics ran the gamut from Nazism to Marxism—Heidegger, Ellul, Horkheimer, and
Marcuse—surfaced in the Anglophone literature at more or less exactly the moment
in the early-to-mid-1960s when the anti-nuclear movement and the emerging environ-
mental movement were pointing the finger of blame for the world’s mounting problems
directly at technology. In the eyes of the philosophers, the radicalized scientists, and the
activists, our uncritical embrace of technology was the problem. There is irony aplenty
in the intellectual alliances that emerged at this time, the community of purpose be-
tween the crypto-Fascist, Heideggerian critique of technology and the revisionist
Marxist critical theorists’ technology critique being the most remarkable. But more or
less everyone among the parent generation of academic technology ethics agreed that
technology, itself, or the socio-political embedding of technology, was to be blamed for
many of the era’s ever more numerous and serious woes.

We should pause to reflect on a couple of noteworthy features of the context in which
technology ethics was thus born and to explore the consequences for the later develop-
ment of the field. On the philosophical side, two points stand out. First, the apologists
for Heidegger consistently evaded the question of the impact of his politics and his anti-
Semitism on his technology critique and on his more general, philosophical project. I
noted above the irony of Heidegger’s seeing technology as a threat to the very essence
of humankind when he had made himself an apologist for a Nazi political movement
that pioneered technologized mass murder on an unprecedented scale. But the more
serious worry is that both Heidegger’s philosophy and his politics derived from deeply
reactionary and profoundly anti-modern, anti-Enlightenment cultural roots. Long be-
fore the publication of Heiddegger’s Schwarze Hefte [Black Notebooks], starting in 2014
made the connection between his politics, anti-Semitism, and philosophy undeniable
(because here Heidegger makes those connections in his own words, see [Heinz and
Kellerer 2016]), thoughtful readers of Heidegger already saw the connections clearly,
and careful historical scholarship had laid open to view the dubious origins of his intel-
lectual development (see Ott 1988). From his teenage years, Heidegger was shaped by an
extremely conservative, south-German, Catholic world view that, even more strongly
than in the official, Catholic, anti-modernist movement, repudiated the Enlightenment
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celebration of reason and science as the keys to human emancipation and material
progress, and embraced a neo-Romantic yearning for a more authentic, pre-industrial,
agrarian form of life. Heidegger’s technology critique is a pure expression of this world
view. What this means is that, to the extent that the birth of technology ethics as a field
can be traced to Heidegger, it was not an immaculate conception.

The second point about the intellectual origins of technology ethics, even more wor-
risome than the questionable origins of Heidegger’s technology critique, concerns the
critical theorists’ reification of technology or technological rationality as forces unto
themselves. Careful students of Marxist dialectic should have known better than to hy-
postatize technology and technological rationality as something that lived apart from the
material conditions of production and the rhetorical legitimation of the class interests
of those who valorized technology as, of necessity, inherently a force for good. And, yet,
technology and technological rationality, themselves were styled as the enemy, much as
Ellul had targeted the metaphysical abstraction that he termed, “technique” These tropes
were taken up in the broader community of thinkers birthing technology ethics, as illus-
trated by Commoner’s arguing that technology was the cause of the environmental crisis.

There are two reasons why this is so worrisome. The first is that, if technology and
technological rationality, themselves, are the enemy, then so, too, by implication, are
the technologists, those who make technology, or, in other words, the scientists and
the engineers. As a result, the assumption takes root in nascent technology ethics that,
merely by virtue of one’s status as a scientist or engineer, and regardless of one’s self-
understanding as a moral agent, one is morally implicated in the harm wrought by the
technological juggernaut. The scientist and the engineer are, thereby, constructed not
as allies in the effort to make a better world and promote human flourishing, but as
enemies.

The second problem with the hypostatizing of technology and technological ration-
ality as the enemy is that it steers thinking away from the choices that individual humans,
corporations, government agencies, and other actors make. It also risks making malevo-
lent technology seem to be an unstoppable force. It is a few, short steps to despair, to the
crippling sense of the tragic nature of the human condition that Snow identified as key
to the cultural pessimism of the literary humanist. Technological hubris is but a special
case of the sin of cognitive hubris that led to the expulsion of Adam and Eve from the
Garden of Eden. That trope was widely embraced by the critics of technology, as Leo
Marx noted in his 1964 book, The Machine in the Garden (Marx 1964).

3. A TROUBLED ADOLESCENCE? THE
MATURATION OF TECHNOLOGY ETHICS

A helpful indicator of the emergence of a new discipline is the launching of a journal
dedicated to the scholarship that defines a community of scholarly interest. The first
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academic journal to become a venue of choice for literature on technology ethics
appeared in 1972 in the form of the “Newsletter of the Program on Public Conceptions
of Science” at Harvard University, edited by Gerald Holton. Four years later, it was taken
over by Harvard’s Program on Science, Technology and Human Values and given the
new name, Newsletter of Science, Technology ¢ Human Values. It exists today as the
journal, Science, Technology, & Human Values, sponsored by the Society for the Social
Studies of Science (see Hackett 2012). The new editor in 1976, Vivien Shelanski, wrote
that the newly reconfigured journal spoke to several developments in the academy, first
among them being the “surging interest in issues of scientific ethics,” including the “so-
cial and scientific implications of recombinant DNA” (Shelanski 1976).

Science, Technology, & Human Values was followed in 1979 by the launch of the more
specialized journal, Environmental Ethics, under the sponsorship of the John Muir
Institute, the University of New Mexico, the American Conservation Association, and,
surprising as it might seem, Chevron USA. From the start, it drew contributions from
some impressive philosophers, such as Charles Hartshorne, Holmes Ralston, Michael
Ruse, Tom Regan, and Mark Sagoft. Though it was by no means the journal’s primary
focus, a number of articles in the early years discussed the role of technology in aspects
of the environmental crisis, including my own paper on “Commoner on Reductionism”
(Howard 1979), Alan Drengson’s paper contrasting the technocratic and deep ecology
paradigms (Drengson 1980), and Kenneth Sayre’s paper on “Morality, Energy, and the
Environment” (Sayre 1981).

It was also in the 1970s that the first journals devoted to medical ethics were launched,
such as the Journal of Medical Ethics in 1975 and the Journal of Medicine and Philosophy
in 1976. Ethical challenges of biomedical technology were occasionally a focus, but the
medical ethics literature of that era more commonly concerned the ethics of medical
practice. And it was in 1977 that that the Institute of Electrical and Electronics Engineers
(IEEE) Society on Social Implications of Technology transformed a newsletter into the
magazine, Technology and Society. Beyond that, there were at the time no other aca-
demic journals where technology ethics literature regularly appeared.

There was, however, another, non-academic venue in which articles on technology
ethics appeared. Science for the People was a magazine founded in 1969 by an organiza-
tion named “Scientists and Engineers for Social and Political Action” (SESPA), which
later changed its name to match the title of the magazine. SESPA was a heterogenous
group of radical, political activists, workers, students, and university-based scientists
and engineers, some of them very prominent, such as Stephen Jay Gould and Richard
Lewontin. In a 2003 posting, one of the original newsletter editors, the physicist, Herbert
Fox, recalled about those early members: “Most wanted to be the voice of critical con-
sciousness from within the scientific community exposing science against the people
and the dangers of the misuse of science” (Fox 2003). Opposition to the alleged misuse
of science and technology by the military was a major stimulus to the formation of
SESPA and the launch of the magazine, including concerns about weapons technologies
used in the Vietnam War, like napalm and agent orange, or research on the development
of anti-ballistic missile (ABM) technologies that were seen as a seriously destabilizing
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development in the context of the Cold War nuclear arms race. But, from the start, envi-
ronmental problems linked to new technologies were a frequent topic, including chem-
ical contamination of land and water by PCBs and other highly toxic substances and
mountaintop removal coal mining, which had devastating environmental and, often,
social consequences.

The activist orientation of SESPA and its inclusion of many university-based scientists
and engineers gave it an intellectual personality very different from more purely aca-
demic work on technology and ethics in the 1950s and 1960s by philosophers like
Heidegger and Marcuse. For one thing, SESPAs approach was less theoretical and more
directly political. SESPA’ political activism reflected the spirit of the times. But the ac-
tivist orientation was also due to the presence within SESPA of a significant number
of anti-revisionist Marxists, affiliated with groups like the Progressive Labor Party, a
descendent of the Communist Party USA, and the Worker Student Alliance faction of
Students for a Democratic Society. A key point of contention within the international
socialist movement had long been whether, as revisionist social democrats argued, ideas
or mere theory could play a leading role in social change. Orthodox Marxist-Leninists
held that this was a form of idealism incompatible with Marx’s thesis that revolutionary
change emerged out of material conditions and that theory was mere superstructure.
Frankfurt school social theorists like Marcuse and Horkheimer were products of the re-
visionist, social democratic turn in continental socialist thought in the 1920s and 1930s.
Their books were read and appreciated by the activists of the 1960s and 1970s, but leftist
social theory unconnected with social action was seen by far-left Marxists of the time as
country club socialism.

That SESPA included so many scientists and engineers among its members was the
other determining feature of its intellectual personality. Precisely because they were
scientists and engineers, they knew better than anyone among the non-technical laity
what were the specific threats issuing from new technologies of the post-World War
IT era. Their concerns were, for the most part, not abstract, theoretical, philosophical
lamentations about an out-of-control, technological Golem. No. These were practical,
pragmatic folk, with long experience, as during the Manhattan Project, of the ways in
which the politicians and the CEOs sought to use the fruits of their genius for ends they
had never imagined. They were not skeptics about science and technology, per se. They
were critics of the many ways in which science and technology were being put to use for
malign ends, sincerely believing that, if only the social and political circumstances were
otherwise, science and technology could be put to use “for the people” Radical geek, if I
might coin a phrase, was the ethos in the pages of Science for the People.

In addition to specialist journals, another sociological marker of the emergence
of a discipline is the creation of academic programs devoted to the topic. In the same
“Editor’s Introduction” to the newly reconfigured journal, Science, Technology, & Human
Values, from which I previously quoted, Shelanski listed as the second notable feature of
the then current landscape “rising academic attention in STS [Science and Technology
Studies], evidenced by ‘175 formal programs involved in some aspect of science-and-
society research and/or teaching’” (Shelanski 1976). One of those programs was my
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undergraduate alma mater, Lyman Briggs College at Michigan State University. An in-
terdisciplinary, residential, undergraduate, science studies college, founded in 1967 by
the visionary chemist, Frederick B. Dutton, Briggs was established with the explicit goal
of realizing Snow’s hope that a new generation of scientists and engineers, trained also
in philosophy of science, history of science, and sociology of science, would put science
to use in the service of human good (Journal of Chemical Education 1996). Snow’s The
Two Cultures was required reading in the mandatory, first-year, writing and literature
course, deliberately titled, “Third Culture Rhetoric”

It is noteworthy that scientists, like the chemist, Dutton, and his physics col-
league, Richard Schlegel, took the lead in the founding of Briggs. It was a similar story
at Edinburgh, where the Science Studies Unit, which later birthed the Edinburgh
School in the sociology of scientific knowledge (SSK), otherwise known as the “strong
programme” in SSK (see further discussion, later in the chapter), was established
in 1966. Under the leadership of the geneticist, C. H. Waddington, and the physicist,
Peter Higgs, the Committee on Providing a Broader Basis for the Science Degree was
established in 1964. The committee recruited the astronomer, David Owen Edge, pre-
viously doing science education for the BBC, to move to Edinburgh, where he became
the first director of the new Science Studies Unit, and it was Edge who later arranged
appointments affiliated with the Science Studies Unit for Barry Barnes, David Bloor,
and Steven Shapin (Williams 2016). When the Cornell University STS program was
launched in 1969, it was another chemist, Franklin Long, who took the lead and became
its first director (Brand 1999, Lewenstein 2016). Likewise, at Stanford University in 1971
it was the engineers, Walter Vincenti and Stephen Kline, who championed the establish-
ment of the STS program (Stanford 1997).

An induction from all of these examples suggests that, surprising as it might seem,
the intellectual orientation of many if not most first-generation STS programs was
closer to that of Science for the People than that of the continental technology critique
of Heidegger, Ellul, Horkheimer, and Marcuse. Michigan State, Cornell, and Stanford
were hardly hotbeds of Marxist radical activism. But they were home to scientists and
engineers who, while prizing science and technology as, potentially, forces for good, un-
derstood that the challenges of the day called forth from scientists and engineers a better
understanding of the social embedding and ethical impacts of their craft. And they did
not start from the premise that science and technology were the enemy. If not radical
geek, they were progressive geek.

An illuminating snapshot of the landscape of technology ethics in the early 1970s,
when the first-generation STS programs were being established, is afforded by the
1972 anthology, Philosophy and Technology: Readings in the Philosophical Problems of
Technology. It was co-edited by the philosopher, Carl Mitcham, then at Berea College
in Kentucky but, later, the director of the Penn State STS program, and Robert Mackey
(Mitcham and Mackey 1972). The anthology was followed one year later by Mitcham
and Mackey’s comprehensive Bibliography of the Philosophy of Technology (Mitcham
and Mackey 1973).! It was the editors’ expressed intention that the 1972 anthology would
create the then new field of philosophy of technology. In the preface, they write:
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As two students coming of age in the 1960s, we found ourselves living in a decade
of plastic food, landscapes that resembled the printed circuits of a portable televi-
sion set, and scientific toys that were rocketed into space to take possession of the
moon. Like others, we were unsettled to find ourselves locked into this era of fevered
affluence surrounded by profitable poverty and ever more mechanized war. As we
watched the Vietnam War become an automated battlefield with American air power,
stripping both children and trees of their skin, while the evening news was punctu-
ated with advertisements for swift cars and laxatives, our minds often closed down
upon our thoughts. Yet doubting, and sometimes running, we were always forced
back to the same thing, more certain than before of its dominating presence. . .. It was
in searching for that core of contemporary reality which could begin to make sense
out of this non-spangled darkness that we discovered technology and its philosoph-
ical problems.....

By bringing together the essays in this anthology we hope to serve a growing need
of students and teachers alike, while contributing to what we consider an important
event in the history of ideas—the rise of the philosophy of technology.

(Mitcham and Mackey 1972, v)

Part II (of five) is devoted to “Ethical and Political Critiques.” The nine papers included
there cover a wide array of topics and perspectives, but, in the main, they reflect the
concern about technology voiced by Mitcham and Mackey in the preface. That tone
is reinforced by what the editors chose to make the concluding essay in the volume,
Webster F. Hood’s, “The Aristotelian Versus the Heideggerian Approach to the Problem
of Technology,” which the author introduces with these words:

Martin Heidegger’s reflections on the problem of technology deserve the most se-
rious consideration. In this paper I intend both to examine some of his leading
contentions on the problem and to develop an interpretation of technology based on
his philosophy .. .. I shall argue that only the Heideggerian approach to technology
offers any viable hope for escaping from the clutches of nihilism as it manifests itself
in the guise of modern technology

(Hood 1972, 347).

Quite apart from its prominent position as the final word, so to speak, in the landmark,
Mitcham and Mackey anthology, Hood’s essay is important also because it would ap-
pear to be the first English-language celebration of Heidegger’s technology critique and,
thereby, the avenue through which Anglophone philosophers of technology and first-
generation technology ethicists first learned of Heidegger’s views, Heidegger’s original
“Die Frage nach der Technik” (Heidegger 1953) having appeared in English translation
only five years later (Heidegger 1977).2 But, even if it were not the first English-language
paean to Heidegger’s views on technology, Hood’s essay was, thanks to its inclusion
in the Mitcham and Mackey anthology, the agent of the canonization of Heidegger’s
“The Question Concerning Technology” in the Anglophone philosophy of technology
literature.
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Mitcham and Mackey’s goal of creating a new field of the philosophy of technology
was realized in 1975 with the first of two conferences at the University of Delaware
out of which would emerge in 1976 the Society for Philosophy and Technology (SPT).
Mitcham, himself, assumed the role of SPT’s first president in 1981 (Techné 1995). SPT
launched its journal, Techné, in 1995 and remains, to this day, the major professional as-
sociation in the philosophy of technology. Its membership in the early years reflected in
their scholarship mainly the orientation of the Mitcham and Mackey anthology, though
it must be said that there were dissenters from the pro-Heidegger, anti-technology ori-
entation, an interesting case in point being the philosopher, Joseph Pitt, who established
Virginia Tech’s Humanities, Science, and Technology program in the mid-1970s and its
Center for the Study of Science in Society in 1979. Pitt later recalled about the early years
of SPT and philosophy of technology as a field: “There have been several attempts to
meet the requirement of a canon, or to create something to fill the need. Such claims
have been made for Heidegger’s Question Concerning Technology, but this is at best a
cult item, not a significant philosophical text” (Pitt 1995, 19). Pitt was mainly remarking
on his own, very different training as an analytic philosopher who did not recognize in
Heidegger his way of thinking about technology. But he went on to lament specifically
the “negative” orientation of philosophy of technology in those years:

Now, don’t get me wrong. There is nothing wrong with being concerned about the ad-
verse impact of technological developments. Nor is there anything wrong in actively
being engaged in trying to avert those consequences.. . . . I can be as anti-technology
as anyone. But to limit your philosophical horizons to just those issues is to lose sight
of what it is to be a philosopher. And for SPT to be viewed ... as a narrowly con-
cerned social advocacy group, is to open us up to rejection by the broader philosoph-
ical society. Our situation is no different from the Society of Christian Philosophers
when they decided to make the legitimation of Christianity their agenda. We are
seen as having merely a negative objective.

(Pitt 1995, 20)

The dominant, anti-technology tone of the Mitcham and Mackey anthology, a collection
assembled by philosophers, stands in striking contrast with the apparent commitments
of the scientists and engineers who, as we have seen, played a leading role in establishing
and directing the earliest STS programs. For the most part, the scientists and engineers,
radicalized by the threat of nuclear weapons, the environmental crisis, and the Vietnam
War, saw clearly the manifold ways in which the products of their crafts were put to dam-
nable or, at least, morally questionable uses and resolved to do what could to make sure
that such would not be the case in future. But they did not blame science and technology,
per se, as the source of the problem. They blamed the political process, the policymaking
process, and the decisions of individual, human actors in positions of responsibility in
industry, government, the military, the media, and other loci of influence. The scientists
and engineers were not naive about such things as technological determinism or the
manner in which the social, cultural, political, and economic embedding of decision
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makers constrained their judgment. What drove their commitment to those early STS
programs was the determination not to repudiate technology, but to train future deci-
sion makers differently, with more sensitivity to and sophistication about the social and
political determinants and impacts of science and technology. Mitcham, himself, noted
this tension in his 1994 book, Thinking through Technology, where he distinguished the
“engineering tradition” and the “humanities tradition” (Mitcham 1994, Thde 1995, 9). As
Snow had argued more than a decade earlier, it was radical geek versus dour pessimism
about technology’s role in human affairs.

As the first-generation STS programs were getting off the ground and the literatures
that would come to define philosophy of technology and technology ethics were being
collected and canonized by Mitcham and Mackey, other intellectual currents were stir-
ring in the academy. While it took a few years for the full impact to be felt, the transform-
ative events of 1968—the surging anti-war movement in the United States, the Paris riots,
the Soviet invasion of Czechoslovakia—set oft a transformation in philosophy. The legacy
of McCarthyism and the “Red scare” in the United States was waning. Radical movements
were sweeping through Western Europe and North America. The post-World War II, lib-
eral democratic status quo was under assault everywhere. One particularly important
expression of the changing times was the re-emergence in Germany of the tradition of
Frankfurt School critical theory in the person of Jiirgen Habermas, whose hugely influ-
ential book, Erkenntnis und Interesse [ Knowledge and Human Interests], appeared in 1968
(Habermas 1968a), its English translation following in 1971 (Habermas 1971).

Habermas revived Horkheimer’s project of the 1930s, expanding upon Horkheimer’s
critique of “traditional theory” in the human and the natural sciences. Both are faulted
for their inability to support genuinely emancipatory and transformative, critical the-
oretical reflection on human life, society, politics, and economic relations. “A radical
critique of knowledge is possible,” Habermas wrote, “only as social theory” (Habermas
1971, vii). He argued that philosophy of science in the form of positivism epitomizes
the problem by emphasizing description, prediction, and control instead of the kind of
critical reflection that can subvert received self-understandings and structures of power
and authority. Technology was not the main focus of Habermas’s argument, but, rather,
science as theorized within a positivist framework that prizes prediction and control
for the purpose of technological innovation, with the implication that human eman-
cipation and flourishing comes mainly in the form of growing material well-being.
Technology, or rather the rise of what he terms “technocratic consciousness,” was, how-
ever, the focus of an essay that Habermas wrote in 1968 in honor of Marcuse’s seven-
tieth birthday, “Technik und Wissenschaft als ‘Ideologie’” [“Technology and Science
as TIdeology’”] (Habermas 1968b). Habermas argued here that the “scientization of
technology,” meaning the intentional and systematic application of science in planned
technological innovation, had transformed the nature and role of technology with un-
fortunate consequences for emancipatory political projects:

Technocratic consciousness reflects not the sundering of an ethical situation but the
repression of “ethics” as such as a category of life. The common, positivist way of
thinking renders inert the frame of reference of interaction in ordinary language, in
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which domination and ideology both arise under conditions of distorted communi-
cation and can be reflectively detected and broken down. The depoliticization of the
mass of the population, which is legitimated through technocratic consciousness, is
at the same time men’s self-objectification in categories equally of both purposive-ra-
tional action and adaptive behavior. The reified models of the sciences migrate into
the socio-cultural life-world and gain objective power over the latter’s self-under-
standing. The ideological nucleus of this consciousness is the elimination of the dis-
tinction between the practical and the technical. It reflects, but does not objectively
account for, the new constellation of a disempowered institutional framework and
systems of purposive-rational action that have taken on a life of their own.

(Habermas 1968b, 112)

This is not the place to quibble about Habermas’s caricature of twentieth-century philos-
ophy of science. The point to emphasize here is that Habermas’s revival and reinvigor-
ation of Frankfurt School critical theory introduced a new, post-1968 generation to the
science and technology critique pioneered by Marcuse and Horkheimer three decades
earlier.

Habermas’s emergence as a leading voice in the 1970s literature on the political and
cultural impact of science and technology coincides roughly with another develop-
ment of some moment for philosophical and social critiques of science and technology,
this being the rapid rise to prominence of the aforementioned, self-styled “strong
programme” in the sociology of scientific knowledge (SSK), the “Edinburgh School”
Chiefly the work of the Barry Barnes (Barnes 1974, 1977) and David Bloor (Bloor 1976),
the strong programme distinguished itself from the work of earlier sociologists of sci-
ence, such as Robert K. Merton, with the contention that social and political context
could shape not only the institutional structures of science, including such things as the
setting of research agendas, but also the very content of scientific theories. That was the
sense in which it was a “strong” program. This was hardly a new idea, but it did consti-
tute something of a revolution in science studies in the 1970s and beyond, and it afforded
scholars new tools from sociology and anthropology for analyzing the social, political,
and economic embedding of science. By intention, it also problematized unreflected
claims to scientific objectivity and, thereby, to the cultural authority of science. As with
the work of Habermas, technology was not the main target of strong programme SSK,
but, to the extent that it called into question the cultural authority of science, so, too, it
called into question the cultural authority of scientifically driven, technological inno-
vation and the associated institutional structures for social control through technology.

4. AREWE ALL ADULTS NOow? TECHNOLOGY
ETHICS MATURES

Such was the birth and the early history of the field of technology ethics. More than forty
years have passed since the mid-1970s, where my historical narrative stops. If I might be
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permitted a broad and contentious generalization, not much happened in technology
ethics in those intervening forty years by way of changing the dominant orientation of
the literature. To be sure, the problems that we debate today are markedly different.
Anthropogenic climate change was not at all well understood in the mid-1970s. The full im-
port of the microelectronics and internet revolution was beyond our imaginative powers.
Even John von Neumann and Alan Turing had not foreseen the transformative impact of
artificial intelligence and machine learning in areas as diverse as medical diagnostics, au-
tomated trading platforms, and autonomous weapons. No one had any sense of how dif-
ferent our world would be thanks to the technical infrastructure supporting modern social
media. And that we might someday easily and cheaply manipulate human, other mamma-
lian, plant, and microbial genomes at the level of individual base pairs was only the stuff
of science fiction, not serious, technological prognostication. All of these challenges have
called forth sophisticated and incisive scholarship. The expanding literature in contem-
porary technology ethics is as varied as is the problematic landscape, and the technical
quality of that literature improves steadily. But the basic polarity of this scholarship re-
mains as it was set in the very specific cultural, political, and philosophical circumstances
of the field’s birth, with the philosophers, historians, and social theorists still, for the most
part, playing their assigned role as Snow’s cultural pessimists. To be socialized into the
technology ethics community from the philosophical side is to be trained to look mainly
for the risks and dangers accompanying new technologies and to assume the part of either
the alarmist or the counselor of prudence and precaution.

That this monitory orientation still dominates the technology ethics literature is
what should have been expected given the history of the field’s birth and adolescence
as sketched in this paper. But history need not be fate, and one reason for studying his-
tory is to overcome it. If technology ethics is to mature into a professional discipline
that effectively engages the rapidly proliferating challenges presented by technological
innovation that has passed the inflection point in its exponential acceleration, if it is
to be more than mere academic discourse in an echo chamber of the like-minded, if
it is to be heeded by policymakers, corporate executives, engineers, and consumers,
then it must grow beyond the sureties and enthusiasms of its youth and learn to practice
also an amelioratory form of scholarship, one that seeks, finds, and promotes techno-
logical innovation that empowers, emancipates, and enhances human well-being. That
amelioratory project requires as much philosophical sophistication, historical know-
ledge, and analytical insight as is needed for the discernment of risk, and it might well re-
quire considerably more by way of creative, philosophical imagination. Understanding
and explaining the ways in which technological innovation can promote human flour-
ishing is as much a philosophical task as are any philosophical reflections on the nature
of the good life and the various paths to its realization. But an amelioratory technology
ethics cannot even get off the ground if we begin with the premise that technology is the
daemon driving the tragedy of human existence in the modern era.

The call for a more technology-friendly technology ethics is sometimes met with the
assertion that it is unnecessary because there is no shortage of technology promoters
in industry, government, and the media. But this objection misses the point. Of course



WHENCE AND W(H)ITHER TECHNOLOGY ETHICS 95

corporations promote their new products with recitals of all of the wonderful benefits
that will supposedly flow from one’s owning the newest smartphone or a home ther-
mostat that one can control from one’s office laptop. Marketing hype is, however, rather
a different thing from careful philosophical analysis and argumentation. Moreover,
market-driven technology innovation seeks profit first and the betterment of the human
condition only as an afterthought. An amelioratory technology ethics, by contrast, starts
with a vision of the good life and then asks how technology can help to attain it. An
amelioratory technology ethics also differs from more hype and propaganda by being
always alert to risk. Prudence is essential to the pursuit of the good life.

Let me conclude with two examples that illustrate an amelioratory complement to
monitory technology ethics. The first, and probably less contentious example, concerns
self-driving vehicles (SDVs). There is, already, a large literature on ethical problems with
SDVs (see, for example, the papers on autonomous vehicles in Lin, Jenkins, and Abney
2017), and some of the more widely discussed issues, such as the trolley problem as ap-
plied in the case of SDVs, have made their way from the scholarly literature into the pop-
ular press (see, for example, Lin 2013). As with so many other issues in technology ethics,
the dominant tone here is monitory. The philosophers are pointing out important ethical
concerns, from puzzles about how to program SDV's to make morally fraught decisions
when collisions are unavoidable and the dilemma of moral responsibility attribution
when an SDV is not controlled by a human agent, to the big problem of technological
unemployment when SDV's throw millions of truck and taxi drivers out of work.

More or less entirely missing from the philosophical literature on the ethics of SDV's
are, however, discussions of the moral gains promised by the adoption of this tech-
nology, from enhancing the autonomy and flourishing of people with disabilities that
previously made difficult or impossible their employment of personalized transporta-
tion, to reducing drastically the number of deaths and injuries from vehicle accidents
because of the inherent superiority of autonomous control systems over human drivers.
Missing as well is philosophical reflection on strategies for promoting the responsible
but rapid deployment of a technology that promises so much moral gain through reg-
ulatory reform, market incentivization, and the reconstruction of infrastructure.
Philosophers trained in skills of analysis and persuasion are well suited to help solve
such problems. There are few other opportunities for applied ethicists to help save the
lives of 1.2 million people annually.

The other example, sure to be a far more contentious one, concerns nuclear power
generation. The accidents at Three Mile Island (1979), Chernobyl (1986), and Fukushima
(2011) reinforced long-standing fears about the risks of nuclear power and joined
other famous environmental catastrophes as iconic representations of the dangers
of technology run amok. The first two also loomed large in shaping the thinking of
philosophers, legal scholars, scientists, and engineers about the importance of the pre-
cautionary principle in technology innovation (see Steel 2015). Philosophers have long
been involved in debates about the ethics of nuclear energy, but the Fukushima accident
led to a renewal of interest in the topic, as witnessed by the recent collection, The Ethics
of Nuclear Energy: Risk, Justice, and Democracy in the Post-Fukushima Era (Taebi and
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Roeser 2015). A variety of views are aired here, but, as is typical of the field of technology
ethics, the dominant orientation is monitory, with the emphasis on environmental risk
and questions of social justice. One is right to be concerned, of course. In the end, little
harm was done by the Three Mile Island accident, but the Chernobyl accident caused
at least several score deaths, principally among first responders, and mass evacuations
led to long-term, social and economic disruptions for tens of thousands, as did the mass
evacuations at Fukushima. Of equal or greater concern is the problem of nuclear waste
disposal, which poses major technical challenges.

Lacking, however, in most of the philosophical literature on nuclear energy is the req-
uisite comparative ethical perspective. The question is not, simply, whether to generate
electricity from burning nuclear fuel. The question is about the ethical impact of nuclear
energy in comparison with other forms of energy production (see Howard 2020). Such
a comparative perspective would yield important conclusions in two areas. First, as con-
cerning as are the Three Mile Island, Chernobyl, and Fukushima accidents, the human
suffering that they caused pales in comparison to the human toll from generating elec-
tricity by burning coal, oil, and natural gas, but, especially, coal. Included in that grim
calculus are the hundreds of thousands of deaths in coal mining over two centuries,
deaths caused by accidents and the health effects of long-term exposure to coal dust,
such as brown lung. Included, as well, must be the millions of early deaths and the
millions of cases of non-lethal disease from breathing air polluted by burning coal and
drinking water contaminated by run-off from coal piles and ash pits. Add to this the
other, massive, environmental impacts of coal mining and the burning of coal, from
decapitated mountains to the acidification of lakes, streams, and oceans. There is also
that little problem of anthropogenic climate change, which is mainly a result of burning
fossil fuels for energy production.

A second consequence of the adoption of a comparative perspective is the realization
that, among the “green” alternatives for energy production, nuclear is the only one that
is scalable and that can address the “base load” problem, which is the need to produce
electricity on demand, at any hour of the day or night, regardless of cloud cover and wind
speed, anywhere in the world. One would expect that technology ethicists would lead the
way in counseling us that questions of moral choice are always questions about choice
among options, hence comparative questions, and that, almost never, will there be a mor-
ally perfect choice, so that, again, it is not a question of whether moral cost attaches to
nuclear energy, considered by itself, but a question of which choice, among several im-
perfect options, maximizes the likelihood of human flourishing. An amelioratory com-
plement to a monitory ethics of nuclear energy technology would emphasize that insight.

5. CONCLUSION

The circumstances of its birth inclined the still developing field of technology ethics to-
ward a mainly monitory orientation, emphasizing attention to risk and caution. But for
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the field really to have the impact that it must outside of the academy, for it to engage
constructively with technologists, policymakers, and consumers, that risk-averse orien-
tation should be complemented by an amelioratory orientation, one that is equally alert
to opportunities for technological innovation and deployment that can enhance human
flourishing. This should not be confused with what some deride as “technosolutionism,”
the naive idea that technology, alone, can be our salvation. Of course social and polit-
ical interventions and innovations are critical, and an amelioratory technology ethics
must always evaluate specific technologies in the sociocultural contexts in which they
are and will be employed. The main point is, rather, that the field must balance despair
with hope and timidity with courage.
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NOTES

1. Equally important in creating the new field of philosophy of technology were the annual
compilations of research in the area compiled by Mitcham and Paul Durbin (Durbin and
Mitcham 1978-1985).

2. Mitcham and Mackey sought to do an English translation of Heidegger’s “Die Frage nach
der Technik” (Heidegger 1953) for publication in the 1972 anthology, but they were refused
permission by the German publisher of Heidegger’s Vortrige und Aufsitze, Gunther Neske
(Carl Mitcham, private communication.)

REFERENCES

Abbey, Edward. 1959. “Anarchism and the Morality of Violence” Master’s Thesis. University of
New Mexico.

Abbey, Edward. 1968. Desert Solitaire: A Season in the Wilderness. New York: McGraw-Hill.

Barnes, Barry. 1974. Scientific Knowledge and Sociological Theory. London and Boston:
Routledge & Kegan Paul.

Barnes, Barry. 1977. Interests and the Growth of Knowledge. London and Boston: Routledge &
Kegan Paul.

Bloor, David. 1976. Knowledge and Social Imagery. London and Boston: Routledge &
Kegan Paul.



98 DON HOWARD

Brand, David. 1999. “Franklin A. Long Dies at 88; Was Cornell Professor and Controversial
Figure in Nixon Era” Cornell Chronicle, February 10, 1999. https://news.cornell.edu/stories/
1999/02/franklin-long-dies-88-was-cornell-professor-and-controversial-figure-nixon-era.

Carson, Rachel. 1962. Silent Spring. Boston: Houghton Mifflin.

Commoner, Barry. 1966. Science and Survival. New York: Viking Press.

Commoner, Barry. 1971. The Closing Circle: Nature, Man, and Technology. New York: Knopf.

Dessauer, Friedrich. 1927. Philosophie der Technik. Das Problem der Realisierung. Bonn:
Friedrich Cohen.

Drengson, Alan R. 1980. “Shifting Paradigms: from the Technocratic to the Person-Planetary”
Environmental Ethics 2: 221-240.

Durbin, Paul T., and Carl Mitcham, eds. 1978-1985. Research in Philosophy & Technology.
Greenwich, CT: JAI Press.

Ellul, Jacques. 1954. La Technique: UEnjeu du siécle Paris, Armand Colin.

Ellul, Jacques. 1964. The Technological Society. John Wilkinson, trans. New York: Knopf.
(Translation of Ellul 1954.)

Fox, Herbert. 2003. Science for the People Listserv, May 19, 2003. https://web.archive.org/web/
20070928192107/http://www.scienceforthepeople.com/modules.php?op=modload&name
=News&file=article&sid=21.

Habermas, Jirgen. 1968a. Erkenntnis und Interesse. Frankfurt am Main: Suhrkamp.

Habermas, Jirgen. 1968b. “Technik und Wissenschaft als Ideologie’” Merkur, 591-610, 682—
693. Reprinted in Technick und Wissenschaft als Tdologie.’ Frankfurt am Main: Suhrkamp,
48-103. Page numbers and quotations from the English translation, Jiirgen Habermas,
1970. “Technology and Science as ‘Ideology.” In Toward a Rational Society: Student Protest,
Science, and Politics, translated by Jeremy J. Shapiro, 81-121. Boston: Beacon Press, 1970.

Habermas, Jirgen. 1971. Knowledge and Human Interests, translated by Jeremy J. Shapiro.
Boston: Beacon Press.

Hackett, Edward J. 2012. “Science, Technology, & Human Values at 40.” Science, Technology, &
Human Values 37: 439-442.

Halberstam, David. 1972. The Best and the Brightest. New York: Random House.

Heidegger, Martin. 1953. “Die Frage nach der Technik” Lecture on November 18, 1953 at the
Technische Hochschule, Munich, in the series, “Die Kiinste im technischen Zeitalter” [“The
Arts in the Age of Technology”], under the auspices of the Bavarian Academy of Fine Arts.
Bayerische Akademie der schone Kiinste. Jahrbuch. Munich: R. Oldenbourg, 1954, 7off.
Reprinted in Martin Heidegger. 1954. Vortrige und Aufsitze. Pfullingen, Germany: Giinther
Neske, 13—44. Page numbers and quotations from the English translation, Heidegger 1977.

Heidegger, Martin. 1977. “The Question Concerning Technology” In Martin Heiddeger. The
Question Concerning Technology and Other Essays, translated by William Lovitt, 3-35. New
York and London: Garland, 1977.

Heinz, Marion, and Sidonie Kellerer, eds. 2016. Martin Heideggers »Schwarze Hefte«—Eine
philosophisch-politische Debatte. Berlin: Suhrkamp.

Hood, Webster E. 1972. “The Aristotelian Versus the Heideggerian Approach to the Problem of
Technology” In Mitcham and Mackey 1972, 347-363. From: “A Heideggerian Approach to
the Problem of Technology” Ph.D. Dissertation. Pennsylvania State University, 1968.

Horkheimer, Max. 1937. “Traditionelle und kritische Theorie” Zeitschrift fur Sozialforschung 6:
245-294. Reprinted in: Max Horkheimer. Kritische Theorie. Frankfurt am Main: S. Fischer.
English translation Matthew J. O’Connell et al.: Max Horkheimer. 1972. Critical Theory. New
York: Herder and Herder.


https://news.cornell.edu/stories/1999/02/franklin-long-dies-88-was-cornell-professor-and-controversial-figure-nixon-era
https://news.cornell.edu/stories/1999/02/franklin-long-dies-88-was-cornell-professor-and-controversial-figure-nixon-era
https://web.archive.org/web/20070928192107/http://www.scienceforthepeople.com/modules.php?op=modload&name=News&file=article&sid=21
https://web.archive.org/web/20070928192107/http://www.scienceforthepeople.com/modules.php?op=modload&name=News&file=article&sid=21
https://web.archive.org/web/20070928192107/http://www.scienceforthepeople.com/modules.php?op=modload&name=News&file=article&sid=21

WHENCE AND W(H)ITHER TECHNOLOGY ETHICS 99

Horkheimer, Max. 1947. Eclipse of Reason. New York: Oxford University Press.

Howard, Don. 1979. “Commoner on Reductionism.” Environmental Ethics 1,159-176.

Howard, Don. 2020. “The Moral Imperative of Green Nuclear Energy Production.” Notre Dame
Journal on Emerging Technologies. 1: 64-91. https://ndlsjet.com/the-moral-imperative-
of-green-nuclear-energy-production-2/

Thde, Don. 1995. “Philosophy of Technology, 1975-1985. Techné: Research in Philosophy and
Technology 1: 8-12.

Journal of Chemical Education. 1996. “In Memoriam-Frederick B. Dutton” Journal of
Chemical Education 73: 107.

Leavis, Frank Raymond. 1963. The Two Cultures? The Significance of C. P. Snow. New York:
Pantheon Books.

Lewenstein, Bruce. 2016. “Remarks at S&TS Open House and 25th Birthday Celebration.”
Unpublished manuscript.

Lin, Patrick. 2013. “The Ethics of Autonomous Cars: Sometimes Good Judgment Can Compel
Us to Act Illegally. Should a Self-driving Vehicle Get to Make that Same Decision?” The
Atlantic, October 8, 2013. https://www.theatlantic.com/technology/archive/2013/10/the-
ethics-of-autonomous-cars/280360/.

Lin, Patrick, Ryan Jenkins, and Keith Abney, eds. 2017. Robot Ethics 2.0: From Autonomous Cars
to Artificial Intelligence. New York: Oxford University Press.

Marcuse, Herbert. 1941. “Some Social Implications of Modern Technology” Studies in
Philosophy and Social Science 9: 414-439.

Marcuse, Herbert. 1964. One-Dimensional Man: Studies in the Ideology of Advanced Industrial
Society. Boston: Beacon Press.

Marx, Leo. 1964. The Machine in the Garden: Technology and the Pastoral Ideal in America. New
York: Oxford University Press.

Mitcham, Carl. 1994. Thinking through Technology: The Path between Engineering and
Philosophy. Chicago: University of Chicago Press.

Mitcham, Carl, and Robert Mackey, eds. 1972. Philosophy and Technology: Readings in the
Philosophical Problems of Technology. New York: The Free Press.

Mitcham, Carl and Robert Mackey, eds. 1973. Bibliography of the Philosophy of Technology.
Chicago: University of Chicago Press.

Mumford, Lewis. 1934. Technics and Civilization. New York: Harcourt, Brace & Company.

Mumford, Lewis. 1967-1970. The Myth of the Machine, 2 vols. New York: Harcourt, Brace
& World.

Ott, Hugo. 1988. Martin Heidegger: Unterwegs zu seiner Biographie. Frankfurt am Main:
Campus. English trans.. Martin Heidegger: A Political Biography. New York: Basic
Books, 1993.

Pitt, Joseph C. 1995. “On the Philosophy of Technology, Past and Future” Techné: Research in
Philosophy and Technology 1:18-22.

Sayre, Kenneth. 1981. “Morality, Energy, and the Environment.” Environmental Ethics 3: 5-18.

Shelanski, Vivien B. 1976. “Editor’s Introduction.” Newsletter of Science, Technology ¢ Human
Values, no. 17:,1-2.

Snow, Charles Percy. 1959. The Two Cultures and the Scientific Revolution. Cambridge:
Cambridge University Press.

Snow, Charles Percy. 1963. The Two Cultures: and A Second Look. Cambridge: Cambridge
University Press.


https://ndlsjet.com/the-moral-imperative-of-green-nuclear-energy-production-2/
https://ndlsjet.com/the-moral-imperative-of-green-nuclear-energy-production-2/
https://www.theatlantic.com/technology/archive/2013/10/the-ethics-of-autonomous-cars/280360/
https://www.theatlantic.com/technology/archive/2013/10/the-ethics-of-autonomous-cars/280360/

100 DON HOWARD

Stanford University. 1997. “Memorial for Stephen Kline; Engineer, Interdisciplinary Thinker”
Stanford University News Release. https://news.stanford.edu/pr/97/971028kline.html.

Steel, Daniel. 2015. Philosophy and the Precautionary Principle: Science, Evidence, and
Environmental Policy. Cambridge: Cambridge University Press.

Taebi, Behnam, and Sabine Roeser. 2015. The Ethics of Nuclear Energy: Risk, Justice, and
Democracy in the Post-Fukushima Era. Cambridge: Cambridge University Press.

Techné. 1995. “Introduction to the New Journal” Techné: Research in Philosophy and
Technology 1, 2.

Williams, Robin. 2016. “Still Growing Strong. 50 Years of Science, Technology, and Innovation
Studies at the University of Edinburgh” EASST Review 35 (3). https://easst.net/article/
still-growing-strong-5o-years-of-science-technology-and-innovation-studies-at-the-
university-of-edinburgh/.


https://news.stanford.edu/pr/97/971028kline.html
https://easst.net/article/still-growing-strong-50-years-of-science-technology-and-innovation-studies-at-the-university-of-edinburgh/
https://easst.net/article/still-growing-strong-50-years-of-science-technology-and-innovation-studies-at-the-university-of-edinburgh/
https://easst.net/article/still-growing-strong-50-years-of-science-technology-and-innovation-studies-at-the-university-of-edinburgh/

PART II

..............................................................................................

TECHNOLOGY AND
EPISTEMOLOGY

..............................................................................................






CHAPTER 6

......................................................................................................

STYLES OF OBJECTIVITY
IN SCIENTIFIC
INSTRUMENTATION

......................................................................................................

A.S. AURORA HOEL

1. INTRODUCTION

This chapter is situated at the intersection of two disciplines: the philosophy of tech-
nology and science studies (taken broadly, including the history and philosophy of sci-
ence). It contributes to the current attempts to conceptualize the productive roles of
technologies in knowledge formation, with a special focus on scientific instruments.
The chapter draws on the example of magnetic resonance imaging (MRI), which has
become vitally important in day-to-day clinical practice in hospitals across the world—
including in neuroradiology, where MRI is currently the go-to tool in the diagnosis of
tumors and other lesions of the brain.

My point of departure is that technologies have agency. This is an assumption that,
in recent years, has come to be shared by a great many scholars of a broad range of dif-
ferent disciplines investigating the epistemic roles of technology. But what is this agency,
and what are the philosophical implications of acknowledging it? Various concepts
and metaphors have been proposed to express the growing realization that agency is
not exclusively human. Examples include “mangle of practice” (Pickering 1995) and
“entanglement” (Latour 2005), both of which emphasize the distributed and interde-
pendent nature of agency. Other metaphors emphasize how humans and technologies
mutually shape each other, scholars talking about the “co-shaping” or “co-constitutive”
roles of technologies (Verbeek 2005). This chapter adds to the growing vocabulary by
approaching technologies as what I call “adaptive mediators.” While the notion of adap-
tive mediator retains the focus on distributed and interdependent agencies, including an
overall relational outlook, it differs from leading science-studies approaches by pushing
further into an ecological and operational conceptual terrain.
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The title of this chapter may invite readers to think of other uses of the style notion in
connection with scientific knowledge formation. A prominent example is Ian Hacking,
who coined the term “styles of reasoning” (Hacking 1982, 1992, and 2012). A notable
historical example is Ludwik Fleck, who talked about “thought style” and “thought col-
lective” (Fleck 1979). The approach suggested in this chapter resonates with Hacking’s
and FlecK’s in that it emphasizes the formation of distinct modes of inquiring into na-
ture and ourselves, which are often formalized into shared “ways of finding out in the
sciences,” as Hacking puts it (Hacking 2012, 601). These examples further resonate with
a broader family of analytical notions, including Thomas Kuhn’s “paradigm” (Kuhn
1962) and Michel Foucault’s “discourse” or “episteme” (Foucault 1970). Each in their own
way, these approaches carry on the Kantian project of explaining how objectivity in sci-
ence is possible, with the crucial exception that they all set out to historicize the Kantian
categories. Again in the words of Hacking: “Kant did not think of scientific reason as a
historical and collective product. We do” (Hacking 1992, 4). The historicizing move has
the effect of replacing the Kantian table of categories with “a sort of historical a priori”
(Foucault 1970, 172). But the historicizing move comes at a price: The historical canons
of objectivity lack the necessity that was essential to the Kantian pure concepts of the
understanding.

The approach to be sketched in this chapter aligns with the approaches mentioned in
that it probes into the conditions of knowledge and performs a historicizing move. Yet it
differs in that it proceeds to perform a second move, which I call “ecologicizing.” As we
shall see, the ecologicizing move has the effect of challenging the cognitive dualism at
the heart of the Kantian model: the dichotomy between a receptive faculty of sensibility
and an active faculty of understanding. What is more, the ecologicizing move has the
effect of putting technical mediation at the center of epistemology, shifting away from
the prevailing tendency of theories of knowledge to focus primarily (and in many cases
exclusively) on thought and language.

Since the end of the 1970s, the social studies of science have been, as Hacking notes, a
hub of innovation in the philosophy of science (Hacking 1999a, 186). That said, the new
developments have also spurred much controversy. The controversy turns on the social
constructionist assumptions underpinning much science studies research, having given
rise to heartfelt disagreements commonly referred to as “the science wars”: bitter debates
where scholars lumped under the label “scientific realists” clash with scholars lumped as
“postmodernists” (Hacking 19994, vii; Thde 2009, 5). Thus, while social construction has
inspired a plethora of trailblazing empirical studies of science-in-the-making (Latour
and Woolgar 1979, Pickering 1984), it has also triggered much anger, which Hacking
relates to “a great fear of relativism” (Hacking 1999a, 4).

On a more cheerful note, during the same time period, there has been a rapproche-
ment between the philosophy of technology and the social studies of science. As
pointed out by Hans Achterhuis, over the last decades, the philosophy of technology
has undergone “an empirical turn that might roughly be characterized as construc-
tivist” (Achterhuis 2001, 6). In this context, the label “empirical turn” implies a move
away from the concerns of the classical philosophers of technology, who, according
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to Achterhuis, “occupied themselves more with the historical and transcendental
conditions that made modern technology possible than with the real changes
accompanying the development of a technological culture” (Achterhuis 2001, 3). In
presenting his own approach to technology called “postphenomenology,” Don Ihde
agrees with Achterhuis’ characterization of the empirical turn and proceeds to main-
tain that postphenomenology “is a step into the style of much ‘science studies, which
deals with case studies” (Ihde 2009, 22).

The latter comment points to the ongoing reconciliation between philosophy of tech-
nology and the social studies of science, especially STS. To this end, efforts have been
made by postphenomenologists to compare the perspective of postphenomenology
with that of actor-network theory (ANT). In most cases, these comparisons have been
guided by the conviction that the two methods of analysis “are more complementary
than combative” (Thde 2015, xvi). For all that, in situations where postphenomenologists
are forced to explicate what sets postphenomenology apart, several important
differences tend to be noted. In the words of Thde, while both styles of analysis “are mate-
rially sensitive” and “employ inter-relational ontologies,” they differ in that ANT “draws
from semiotics of which the base is linguistic-textual,” whereas postphenomenology
“draws from an embodiment analysis of human action and perception” (Ihde 2015, xv).
He also encapsulates what distinguishes postphenomenology by characterizing it as
a method of analysis that is “closer to an ‘organism/environment’ model than is often
appreciated” (Thde 2003, 133).

The latter remark by Thde is the key to the rest of this chapter. The overarching aim of
the chapter is to investigate the philosophical implications of replacing the familiar sub-
ject/object model with an organism/environment model. It starts out by exploring the
organism/environment model in some detail, showing how a developed version of this
model gives rise to a new notion of relationality, which I call “ecological relationality”—
a notion that differs in philosophically significant respects from the “poststructuralist
relationality” (Law 2009, 145) that underpins ANT. It proceeds to examine some of the
epistemological implications of ecological relationality, pointing to how the ecological
model opens the way for new epistemologies beyond the deadlocked positions of the
science wars.

However, for the organism/environment model to do all this, it needs to be developed
in a specific direction, namely, along a conceptual trajectory that emphasizes the oper-
ational aspects of technical mediation. To arrive at the extra steps that are required for
the ecological model to unlock new epistemologies, I have been helped along by new
developments in contemporary media theory. These developments offer new inroads
into the study of mediation by emphasizing the operational aspects of technologies
and media (Farocki 2004), including their role in providing conditions for our lived
environments (Mitchell and Hansen 2010, Peters 2015). However, when it comes to de-
veloping the pivotal notion of adaptive mediator, I draw on historical sources, more pre-
cisely on the thinking of Gilbert Simondon—a French philosopher whose remarkably
original ideas about technology are currently being rediscovered in the philosophy of
technology, science studies, media theory, and beyond.
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2. FOUNDATIONAL AND RELATIONAL
EcoLOGICAL MODELS

Michel Foucault’s “episteme” and Ian Hacking’s “styles of reasoning” are both
rooted in a French philosophical tradition that includes thinkers such as Gaston
Bachelard and Georges Canguilhem, who were already underway to historicize epis-
temology (Sciortino 2017, 257). In his famous introduction to the English translation
of Canguilhem’s The Normal and the Pathological, Foucault identified two opposing
traditions in postwar French philosophy: “a philosophy of experience, of sense and of
subject” espoused by thinkers like Jean-Paul Sartre and Maurice Merleau-Ponty, and
“a philosophy of knowledge, of rationality and of concept” espoused by thinkers like
Bachelard and Canguilhem (Foucault 1991, 8). In distinguishing the two traditions,
Foucault positioned himself as belonging to “the conceptualist side,” distancing himself
from “the subjectivist side” (Rheinberger 2005, 313).

Even though Foucault’s division is questionable on several counts (a point I will re-
turn to), it is worthwhile to take a closer look at his reasons for making it. This is because
Foucault’s qualms about putting too much emphasis on sensibility and the body are in-
dicative of another fear that resurfaces in the science wars, which I will call “the great
fear of foundationalism.” The consideration of Foucault’s qualms also allows me to make
two important clarifications about the model proposed in this chapter: that it is a rela-
tional rather than foundational model, and that it no longer adheres to the dichotomy of
life and thought, which Foucault tacitly assumes when making his division.

2.1 Bachelard and the Notion of Phenomenotechnique

Bachelard is a key figure in the “conceptualist” tradition. He introduced many of
the notions that were later popularized by Foucault (and others), such as “epistemo-
logical break” and “epistemological obstacle” (Gutting 1989, 52). For Bachelard, the
notion of epistemological break relates to discontinuities in the development of sci-
ence, including how previous scientific conceptions can become obstacles in the pur-
suit of truth, hampering the formation of the “true scientific mind” (Bachelard 2002,
25). Crucially, however, the notion also relates to how the scientific mind breaks away
from “primary experience,” which presents an even more serious obstacle to truth (2002,
20, 33). “Science;” as conceived by Bachelard, “is totally opposed to opinion” (2002, 25),
whether in the form of old prejudices or everyday customs. The true scientific mind,
therefore, must be constituted against false science on the one hand, and against nature
(in the form of primary experience) on the other (2002, 33, 38). To account for the objec-
tivity of scientific knowledge and to explain what it means for the true scientific mind
to be formed “against nature,” Bachelard introduces the term “phenomenotechnique.”
The hallmark of modern experimental science is that it “realises its objects without ever
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just finding them ready-made” (2002, 70, original emphasis). This means that a con-
cept becomes scientific only insofar as it is accompanied “by a technique that realises,”
that is, by some kind of scientific instrument that “extends phenomenology” (2002,
70, original emphasis). Hence, for Bachelard, a truly scientific phenomenology is a
phenomenotechnique, whose purpose is “to amplify what is revealed beyond appear-
ance” (Bachelard 1984, 13).

Bachelard’s approach is noteworthy for its insistence on the indispensability
of instruments in science, and also, for the way it assigns to these instruments a
productive—indeed, realizing—role. Even so, in the remainder of this chapter, I shall
leave Bachelard behind, seeking instead to arrive at the productive role of instruments
via a different route. I do this because Bachelard’s approach is firmly based on a stark
opposition between life and thought, and hence, on a cognitive dualism akin to
Kant’s dichotomy between sensibility and understanding. I turn instead to a selec-
tion of approaches that set out to challenge such cognitive dualisms, including the
long-standing assumption that there is something essentially irrational about life and
sensibility.

2.2 The Ecological Motif in Canguilhem and
Merleau-Ponty

To find an example of such an approach, we do not have to look far. A prominent ex-
ample is found at the heart of the “conceptualist” tradition—in fact, in the very work
for which Foucault wrote his introduction. For while the ecological motif is missing in
Bachelard, it is highly pronounced in Canguilhem. The Normal and the Pathological is
widely celebrated as a major contribution to the history and philosophy of science. In
this work, Canguilhem defines normality in medicine and biology in terms of the ca-
pacity of living beings to institute new “norms of life” in relation to their environments
(Canguilhem 1991, 144). In arriving at this definition, Canguilhem makes extensive
use of ideas developed by the German neurologist and psychiatrist Kurt Goldstein,
who in turn had adopted and critically adjusted the idea of the complementarity and
reciprocity of the organism and its Umwelt, as developed by the Estonian-German bi-
ologist Jakob von Uexkiill. The idea that life has norms, indicates that life “cannot be
the blind and stupid mechanical force that one likes to imagine when one contrasts
it to thought” (Canguilhem 2008, xviii). As should be clear from this statement,
Canguilhem rejects the existence of “a fundamental conflict between knowledge
and life” (2008, xvii). Instead, he suggests that we approach knowledge as “a general
method for the direct or indirect resolution of tensions between man and milieu”
(2008, xviii).

The ecological motif is also highly pronounced in the work of Merleau-Ponty, whom
Foucault, as we have seen, classified as belonging to the “subjectivist” tradition. As is the
case with Canguilhem, Merleau-Ponty’s major works are peppered with references to
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Goldstein. In his own preface to the second edition of The Normal and the Pathological,
Canguilhem comments on the kinship between the two approaches, regretting that he
did not know the contents of Merleau-Ponty’s The Structure of Behavior (Merleau-Ponty
1963) at the time he was developing the central theme of his own book (Canguilhem
1991, 29). Both thinkers, it seems, evoked Goldstein to help rethink the philosophical
status of living beings: Canguilhem to vindicate the rationality of life, Merleau-Ponty to
vindicate the rationality of sensibility. Why, then, does Foucault place the two thinkers
on opposite sides of what he saw as the central cleavage in mid-twentieth-century
French philosophy?

2.3 Foundational Ecological Models

A clue to the answer is found in Foucault’s The Order of Things (Foucault 1970). In this
work, Foucault observes that Kant’s definition of man as “an empirico-transcendental
doublet” gave rise to two kinds of analysis: There were analyses that, by studying the
sensorial mechanisms of the body, discovered that knowledge has “anatomo-physio-
logical conditions,” and hence, that there is “a nature of human knowledge” (Foucault
1970, 319, original emphasis). On the other hand, there were analyses that emphasized
that knowledge has “historical, social, or economic conditions,” that it is “formed within
the relations that are woven between men,” and hence, that there is “a history of human
knowledge” (Foucault 1970, 319, original emphasis). He further observes that the two
kinds of analysis correspond to a more fundamental division of truth itself: The first
kind of analysis is related to a truth “of the positivist type,” which is “of the same order as
the object” and “expressed through the body and the rudiments of perception” (Foucault
1970, 320). The second kind of analysis is related, rather, to a truth “of the eschatological
type,” which is “of the order of discourse,” and which “anticipates the truth whose nature
and history it defines” (Foucault 1970, 320). Foucault proceeds from this to identify phe-
nomenology with positivism, claiming that phenomenology has never fully succeeded
in exorcizing its “insidious kinship” to empirical analyses of man, and that “the analysis
of actual experience” is nothing but a more careful attempt to make “the empirical [ ...]
stand for the transcendental” (Foucault 1970, 321, 326).

Commenting on The Order of Things, Canguilhem notes that it would have been
worthwhile for Foucault to have dealt in more detail with the case of Auguste Comte,
the acknowledged father of positivism. Comte’s project was to substitute “the scientific
relation between organism and environment for the metaphysical relation between sub-
ject and object” (Canguilhem 1994, 87). However, since for Comte, the physiological a
priori is more fundamental than the historical a priori, he proposed to found a science
of society that sought “its principal instrument in biology, remaining dismissive or ig-
norant of economy and linguistics” (Canguilhem 1994, 87). Foucault, in other words,
would have benefitted from attending more closely to Comte because the latter provides
an “exemplary case of an empirical treatment of the unrelinquished transcendental pro-
ject” (Canguilhem 1994, 87).



STYLES OF OBJECTIVITY IN SCIENTIFIC INSTRUMENTATION 109

In this chapter, Comte’s approach is the paradigmatic example of what I mean by a
“foundational” ecological model. Merleau-Ponty’s approach, however, is not at all like
Comte’s. It belongs to a critically different strand of ecological models, which I will char-
acterize as “relational” How, then, do relational models differ from foundational models
such as Comte’s?

2.4 Relational Ecological Models

Comte introduced the ecological motif—his concern with “the organism and its me-
dium”—as part of his examination of biology in Course on Positive Philosophy (Comte
2001). As Canguilhem remarks, the notion of milieu (environment, medium) had been
imported from mechanics into biology in the eighteenth century, and Comte’s use of
this notion remained dominated by its initial mechanical signification (Canguilhem
2008, 99, 101). Furthermore, even though Comte, when considering the human species,
was on the brink of formulating a reciprocal conception of the relationship between the
organism and the environment, he refused to extend this reciprocity to the living in ge-
neral, holding the action of the living on the milieu to be negligible (Canguilhem 2008,
102). The hallmark of relational ecological models, by contrast, is that they do factor in
the organism’s action on the environment, by conceiving the relationship between or-
ganism and environment as genuinely reciprocal.

A seminal contribution to the relational strand of ecological models was made by
Jakob von Uexkiill, who coined the notion of Umwelt. Canguilhem explicates this no-
tion as “the milieu of behavior proper to a certain organism” (Canguilhem 2008, 111),
implying that different kinds of organisms have different Umwelten, even though they
share the same geographical environment. However, throughout its history, the re-
lational version of the ecological motif has evolved and transformed considerably.
While von Uexkiill's original organism/environment model was static and harmo-
nious, envisioning organisms as perfectly adjusted to their environments and life itself
as based on fixed laws (von Uexkiill 1926, 84), subsequent thinkers such as Goldstein
and Canguilhem critically adjusted the approach by replacing von Uexkiill’s static
model with dialectical models. As a result, the relationship between organism and en-
vironment was now seen as an ongoing confrontation. The dialectical model helped ex-
plain health and disease: A healthy organism is more than normal, it does more than
simply adjust itself to the demands of the environment. It has a normative capacity,
being capable of following new norms of life. The rehabilitation of a sick organism thus
corresponds to its capacity to gain a new “individual norm” that guarantees the new
order (Canguilhem 1991, 183; Goldstein 1995, 333). Merleau-Ponty, on his side, devel-
oped a chiasmatic model, where the body is simultaneously the site of exchange with the
world and the “measure of being” (Merleau-Ponty 1968, 215 and 1973, 124).!

I will now turn to Simondon, the philosopher who was lucky enough to count both
Canguilhem and Merleau-Ponty among his teachers, and whose work can be positioned
at the apex of the conceptual trajectory just suggested.
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3. SIMONDON AND THE NOTION OF
ADAPTIVE MEDIATOR

In their efforts to vindicate the rationality of life and sensibility, Canguilhem and
Merleau-Ponty, each in their own way, emphasize that living beings are not machines.
A crucial next step in the development of the (relational) ecological model? is made by
Gilbert Simondon, who extends this point to technical objects by contending—perhaps
somewhat surprisingly—that not even machines are machines (in the usual mechanical
sense). This step is crucial, because it relieves the ecological model of its prior depend-
ence on the biological domain, while at the same time acknowledging the rationality of
living beings and technical beings.

Simondon is primarily known for his notions of individuation and technicity. The
theory of individuation was developed in his doctoral thesis (Simondon 2013), which he
defended in 1958. His approach to technology was developed in a supplementary thesis,
translated to English as On the Mode of Existence of Technical Objects (Simondon 2017).
In this work, Simondon treats technical objects as “individuals” in the terms laid out in
the main doctoral thesis. This implies that he treats technical individuals—or “machines”
as he also calls them—as beings that undergo an ontogenetic development much akin to
that of living beings. Mode of Existence has been much celebrated for its genetic ontology
of machines, which elucidates the being of technical objects through a study of their
genesis—a process of becoming that Simondon refers to as “technical individualization”
(Simondon 2017, 63). What has been less remarked upon, is that Mode of Existence also
provides an ample number of clues to the implications of this ontology for epistemology,
especially regarding how the genetic ontology of machines gives a new and unprece-
dented prominence to technology in knowledge. These clues relate to the roles of technical
objects as “mediators” or “intermediaries” (Simondon uses both terms interchangeably).

As T have argued elsewhere (Hoel 2020), a theory of technical mediation can be
drawn from these clues. The latter theory complements the theory of technical indi-
vidualization in that it resonates with the broader scope of Simondon’s philosophy of
technology, which seeks to elucidate and deepen “the relation which exists between na-
ture, man, and technical reality” (Simondon 2017, xiii). For, as we shall see, the notion
of technicity—Simondon’s term for technical objects considered in their efficacy and
operational functioning—has repercussions far beyond the technical domain, narrowly
construed. In Simondon’s view, the true philosophical significance of technical objects
resides in their power to induce “phase shifts of man to the world” (Simondon 2017,
xvii), and hence, to broker the conditions of human life and the conditions of know-
ledge. Thus, in line with Canguilhem and Merleau-Ponty, Simondon insists that, “[i]n
reality there exists a great kinship between life and thought” (Simondon 2017, 62). The
key to this kinship is the broadened notion of technicity.

The point of this section, then, is to show that the Simondonian machines are prom-
ising candidates for what Ian Hacking calls “organizing concepts” (Hacking 1999b, 65).
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These organizing concepts, though, are a strange lot, since they operate by creating a
highly specific environment around themselves, which they come to depend on for their
operation and for their further development.

3.1 Simondon’s General Theory of Individuation

Simondon’s main doctoral thesis opens by commenting on how his theory of individu-
ation differs from established accounts of the living being considered as an individual.
The problem with the received accounts, whether of the “substantialist” or the “hylo-
morphic” variety, is that they neglect the stage of individuation by treating the indi-
vidual as a given. Simondon, by contrast, sets out “to understand the individual from
the perspective of the process of individuation” (Simondon 1992, 300, original emphasis).
Instead of evoking the traditional notions of substance, matter, and form, Simondon
conceives the individual in terms of systems and phases, borrowing the idea of “meta-
stable equilibrium” from modern physics (1992, 301). Established accounts of the indi-
vidual are inadequate because, lacking the idea of metastability, they recognize nothing
but “instability and stability, movement and rest” (1992, 302). Simondon, by contrast,
sees the individual as a unit of becoming that undergoes a stepwise evolution that occurs
through a series of inventive leaps whereby the individual enters new phases in its de-
velopment. Crucially, however, the individual is not a separate reality, existing in and by
itself. It always forms part of a larger “metastable system” (1992, 302).

It is important to note that “being,” for Simondon, fundamentally includes an en-
ergetic, vitalist dimension that is missing in received accounts of the individual. To
firmly grasp the nature of individuation, being must be considered, not as a substance,
matter or form, but as a system in tension—a system, that is, which “harbors a certain
incompatibility with itself, an incompatibility due at once to forces in tension as well as
to the impossibility of interaction between terms of extremely disparate dimensions”
(Simondon 1992, 300). Individuation, then, is understood as a “partial and relative res-
olution” manifested in such a system, and the individual, accordingly, as a “relative re-
ality, occupying only a certain phase of the whole being in question” (1992, 300). Thus
conceived, the individual is a precarious entity born out of tensions. Furthermore,
for each successive, individuating resolution of the system, a new metastable phase
is initiated that releases new potentials for further transformations—which is why
Simondon refers to individuation as a “mediate process of amplification” (1992, 304). In
this way, the process of individuation attests to a “capacity beings possess of falling out of
step with themselves,” and “of resolving themselves by the very act of falling out of step”
(1992, 300-301).

To better grasp what is at stake in these abstract (and at times peculiar) formulations,
it is helpful to remember that, for Simondon, the paradigm example of an individual
is a living organism (say, an earthworm or a human being) undergoing development.
Simondon considers living being in its process of becoming, seeking to grasp the genesis
of the individual in its unfolding. Moreover, in line with the ecological motif, Simondon



112 A.S. AURORA HOEL

sees the living organism as intrinsically interwoven with its environment. The organism
forms a joint system with its environment, meaning that it cannot be properly under-
stood in isolation from its associated milieu (I will return to the notion of associated
milieu in the next subsection). It is in this sense that the individual is but a partial resolu-
tion of alarger system of being. At the same time, while the organism fully exists in every
phase of its development, it remains a relative reality in the sense that the current state
of the system never exhausts what the individual can be. The individual has the capacity
to change, to negotiate its terms and conditions of existence. The negotiation happens
through a process of mediation that initiates a new phase in the system of being, re-
leasing new potentials for action. Thus, while he draws on the notion of metastability
from modern physics, Simondon’s account of individuation also deeply resonates with
Goldstein’s and Canguilhem’s accounts of the normative capacity of living beings.

3.2 Technical Individualization

While Simondon’s theory of individuation is modelled on living beings, it is brought to
bear on a much broader range of beings, including technical objects. Even so, Simondon
never goes so far as to identify living beings and technical beings. There is a critical dif-
ference between the two, which turns on the fact that technical beings owe their origin to
human acts of invention. The individuation of technical objects, therefore, is explicated
as a process of “concretization” whereby the technical object comes to approximate the
mode of existence of a living being (Simondon 2017, 25, 29).% In Simondon’s terms, an
“evolved” technical object is more “concrete” than a “primitive” technical object in that
its elements and forces are more integrated, approximating the integration of organs
in a living body—but also, crucially, in that it has formed a joint system with its sur-
roundings, approximating the vital, reciprocal linkages between a living being and its
environment.

There is more to be said about the technical object and how it relates to its environ-
ment. A key aspect of Simondon’s philosophy of technology is that he approaches the
technical object in operational terms as a “being that functions” (Simondon 2017, 151). It
is, above all, the operational take on technical objects (including the idea of metastable
system) that allows Simondon’s approach to break new epistemological ground. For even
though the technical object starts out as an “abstract” and “artificial” being, in the course
of concretization, it loses some of its artificial character by forming part of a “system of
causes and effects that exert themselves in a circular fashion” (2017, 49). The operational
take also implies that the technical individual—the technical object considered in its in-
dividuality or specificity—is not this or that technical object. The technical individual or
machine exists, rather, “as a specific type obtained at the end of a convergent series” that
“goes from the abstract to the concrete mode” (2017, 28-29). The technical individual or
machine is regarded, more precisely, as a certain “schema of functioning,” which can be
“recognized by the fact that it remains stable across the evolving lineage” (2017, 26, 45,
46). To illustrate what he means, Simondon gives the example of an automobile engine.
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The factor deciding whether two engines are the same technical individual (in the sense
of belonging to the same convergent, evolutionary series of related technical objects), is
not the mere fact that both are used to push a car forward. Rather, the decisive factor is
whether the two engines operate by the same “regime of causality” (2017, 26).

Another key aspect relates to concretization as a process of adaptation. Also in this
case, the operational approach (including metastability) breaks new ground, clearing
the way for what Simondon calls “relational adaptation” (Simondon 2017 57). In
Simondon’s view, the technical object is seated at the meeting point between two
environments that are not completely compatible: the “technical milieu” and the “geo-
graphical milieu” (2017, 55). During concretization, the technical object comes to be in-
tegrated into both environments at once. In the process, the two worlds start to act upon
each other via the technical object, which in this way serves to establish “a reciprocal
relation of causality between the technical world and the geographical world” (2017, 56).
This is to say that the process of concretization is not one of adapting to a pre-given envi-
ronment. Adaptation-concretization is considered, rather, as a process that “conditions
the birth of a milieu rather than being conditioned by an already given milieu” (2017,
58). What it conditions, more precisely, is the birth of a “third techno-geographic mi-
lieu,” which “mediates the relation between technical, fabricated elements and natural
elements, at the heart of which the technical being functions” (2017, 58, 59). The tech-
nical object operates, in other words, by calling forth its own “associated milieu,” which
in turn is “a condition of possibility of the technical object’s functioning” (2017, 58, 59).
In Section 4 we will see an example of such an adaptation-concretization process, where
a technical object, in our case an MRI machine, calls forth and sustains a highly specific
associated milieu, without which there would be no image contrast and hence no images
to reveal medically relevant features about the patient body.

What all this amounts to is that the evolution of a Simondonian machine is
characterized by a strange self-conditioning: Even though it is invented, and in that
sense, artificial, as soon as the machine has formed a joint system with its environment,
it takes on a life of its own, developing in ways unforeseen by its inventor(s). This relative
autonomy has to do with how the machine “creates its own associated milieu from itself
and is really individualized in it” (Simondon 2017, 59), how it calls forth a highly specific
environment “that conditions it, just as it is conditioned by it” (2017, 59). It is on the back-
ground of this relational notion of adaptation, then, and the corresponding accounts
of the relative autonomy and strange self-conditioning of machines, that Simondon
characterizes technicity as “both the result and principle of genesis” (2017, 170).

3.3 Technical Mediation

While the theory of technical individualization focuses on the genesis of technicity, the
theory of technical mediation focuses instead on the genesis that occurs on the basis
of technicity (Simondon 2017, 171)—on how the technical object participates in the in-
dividuation of beings other than itself. In both theories, the associated milieu plays a
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critical role. However, while the former theory emphasizes the stepwise changes that
the technical object undergoes in the course of its evolution, the latter theory addresses
how the technical object intervenes into the human-world relationship by initiating and
sustaining an intermediate structured world, which, according to Simondon, is “a stable
mixture of the human and the natural” (2017, 251).

To see more clearly how the theory of technical mediation suggested here amounts
to a theory of knowledge, it is useful to remind ourselves of Canguilhem’s definition
of knowledge as “a general method for the direct or indirect resolution of tensions be-
tween man and milieu” (Canguilhem 2008, xviii). It is precisely along these lines
that Simondon considers the role of technical mediators: They solve problems by re-
solving tensions between human and world. Simondon’s starting point is that “man and
the world form a vital system, comprising the living thing and its milieu” (2017, 168).
Crucially, the relationship between human and world is not fixed, but itself subject to
development. Technicity, then, is understood to intervene in this development by
accomplishing a structural reorganization of the human-world system, which “provi-
sionally resolves the problems posed by the primitive and original phase of man’s rela-
tionship to the world” (2017, 169). The use of a technical mediator, in other words, brings
about a new relative situation of human and world, preparing a new readiness for action
that was not there (at least not in the same way) in the less evolved human-world system.

Simondon’s ideas about mediators are further developed in a 1965-1966 lecture se-
ries on imagination and invention (Simondon 2014). The lecture series approaches
mediators in broad terms, characterizing them in terms of their “image-value” (2014,
12). The guiding idea of the lecture series is that “everything that intervenes as an inter-
mediary between subject and object can take on the value of an image and play the role
of prosthesis, at once adaptive and restrictive” (2014, 12).

The lecture series starts out by considering the images involved in psychological ac-
tivity. In contrast to the theories of the imagination prevailing at the time (most prom-
inently Sartre 1962 and 1972), Simondon’s images are not on the side of the subject, not
identified with consciousness, not reducible to human intention, and certainly not
opposed to perception. Instead, Simondon refer to them as “motor images”™: anticipa-
tory behavioral dispositions of the body (or parts of the body) that prepare the living
being for its encounter with the environment, and that facilitate a “real coupling” be-
tween the two, allowing them to form a joint system (Simondon 2014, 19-20, 92). In
this view, living beings come equipped with a reserve of “schemas of conduct” that co-
ordinate and guide their actions in characteristic ways, as exemplified in the instinc-
tual behaviors of animals (2014, 19, 32-33). However, inherited motor images are only
“partial programs of behavior” in need of refinement through experience, systematiza-
tion and innovation. Motor images, in other words, undergo an evolution that takes the
form of an “amplification cycle,” which serves to install “new anticipations in the long
run” (2014, 62). Again, Simondon’s approach is in consonance with Canguilhem’s idea
of living beings striving to gain new norms of life. But this time it also deeply resonates
with Merleau-Ponty’s analysis of the body schema, including the Merleau-Pontian
notions of motor habit and perceptual habit. Thus, much along the lines of Canguilhem
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and Merleau-Ponty, Simondon vindicates the rationality of living bodies—only now in
terms of an amplification-dynamic much akin to technicity—an originary technicity, we
could say, which is always already at work in living matter.

While motor images are the most elementary of images, they are not the most exem-
plary. In Simondon’s view, the paradigmatic example of adaptive mediation is a situa-
tion where a problem is solved through the use of what he calls an “object image”—of
some kind of external object (found or fabricated) that serves as an “adaptive mediator”
(Simondon 2014, 141, 142). An example of such an image object would be a winch used
to move a heavy load. By using a winch, a human being is able to handle the load as
if she were much stronger than she actually is. Thus, as in the case of motor images,
the adaptive mediator amplifies the human-world system by realizing a transfer to a
new level—only this time, the inventive leap is more considerable. Furthermore, object
images differ from motor images in that they exist independently as detached cultural
artifacts. Due to their detached existence, object images, such as tools, instruments and
machines, can be used by other humans far from the time and place of their creation.
In Simondon’s view, this means that object images realize the transfer function more
perfectly than motor images, in the sense of having stronger cumulative and collective
world-building effects.

In the following section, I will consider MRI as an object image in Simondon’s sense,
and thus, as an adaptive mediator.

4. MRI As AN ADAPTIVE MEDIATOR

Science studies have granted much attention to the role of imaging and visualization
in knowledge formation. As indicated by the titles of landmark publications such
as Representation in Scientific Practice (Lynch and Woolgar, 1990) and its follow-up
Representation in Scientific Practice Revisited (Coopmans et al., 2014), the prevailing
tendency is to approach scientific and medical images as representations.* This implies,
first, that the notion of image tends to be identified with the result of the imaging pro-
cess, the characteristic gray-level (and sometimes chromatic) visual displays shown on
computer screens, light boxes and similar; and second, that the majority of studies focus
on the image-observer relation and the practices involved in analyzing and interpreting
such visual displays (e.g., Ala¢ 2011)—on the assumption that the problematic arises in
this stage of the process. This assumption is clearly warranted, since there are real issues
involved in the interpretation of scans. Even for highly trained observers, the presence
of a specific object is not always obvious. Besides, different observers may use dif-
ferent criteria to establish what is seen, sometimes resulting in disputes over conflicting
interpretations (e.g., Rosenberger 2011).

For all that, a new line of research is emerging that takes a broader approach by
factoring in machine agency (e.g., Vertesi 2015). Contributing to the second line of
research, the approach developed here seeks to supplement the established studies
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by calling attention to the preceding stage of the process, that of image acquisition.
This chapter, in other words, is guided by the assumption that the problematic arises
already—and in some respects more decisively—in this preceding step, where the ma-
chine installs and stabilizes a highly specific associated milieu that grounds object visi-
bility and viewing conditions in non-trivial ways.

4.1 MRI and the Generation of Image Contrast

The task of medical imaging systems is to reveal medically relevant features of the human
body by translating specific tissue characteristics into different shades of gray or color in
the image (Sprawls 1995, 1, 3). MR is a variety of tomographic imaging, which produces
images of selected planes of tissue in the patient body. In clinical examinations, MRI is
often the preferred imaging modality, since it provides excellent soft tissue discrimina-
tion (Westbrook and Talbot 2019, 24).

MRI technology relies on the magnetic behavior of hydrogen nuclei or protons,
which exist in great quantities in living bodies, especially water and fat. Since the mag-
netic behavior of such protons vary systematically depending on the tissue, MRI is
used to map the boundaries between different tissue types, and also, crucially, between
healthy and pathological tissues. During the MRI scanning process, differences be-
tween tissues are indicated by differences in signal intensity, which show up on MRI
scans as differences in brightness (gray level)—areas of high signal appearing bright in
the image, and areas of low signal appearing dark in the image (Westbrook and Talbot
2019, 31). These differences in signal intensity and/or brightness are referred to as “image
contrast” (McRobbie et al. 2003, 30). In the MRI literature, the image contrast resolu-
tion is considered adequate to the extent that it ensures optimal differentiation of tissue
structures and reveals pathology. This means that the visibility of a certain object (say,
a tumor) depends on whether it has sufficient contrast relative to surrounding tissues.’
For the purposes of this chapter, it is important to note that the degree of contrast in the
image depends on the characteristics of the tissues examined and the characteristics of
the imaging system (Sprawls 1995, 3). Restated in the terms of Simondon: The image
contrast resolution depends on the characteristics of natural and technical elements and
forces, as these come to be stabilized in a recurrent regime of reciprocal causalities.

4.2 The MRI Machine and Its Associated Milieu

The Simondonian idea that there are technicities on the side of nature, implies that
living matter is more than an aggregate of simple qualities. Endowed with technicities,
natural elements can be thought of as specific “capacities for producing or undergoing
an effect in a determinate manner” (Simondon 2017, 75). Conceived along these lines,
hydrogen protons can be seen as micro-scale motor images that express a certain be-
havioral potential. Before the intervention of MRI technology, the hydrogen protons
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in the body are randomly spinning along their axes. However, as soon as the patient is
positioned in the scanner, the protons line up with the strong magnetic field in the bore
of the scanner. To generate the signal, the scanner produces a rapidly repeating sequence
of radiofrequency pulses applied at 9o degrees to the main magnetic field. These pulses
“excite” the protons, forcing them to absorb energy and spin in a different direction.
Each time the radiofrequency pulses are turned off, the protons start to “relax,” releasing
their excess energy as they realign with the main magnetic field (Westbrook and Talbot
2019, 14). In releasing this energy, the protons give off an electromagnetic signal that is
detected by the scanner. This signal is then digitized as a function of time and translated
into an image matrix (McRobbie et al. 2003, 47, 57, 58).

This chapter is not the place to dwell on the intricacies of MRI physics. Still, before we
leave the world of excited and relaxing protons behind, a few more observations need
to be made about the relaxation process, since these have direct bearing on my argu-
ment. Depending on the tissue composition and the strength of the magnetic field, dif-
ferent types of tissue have different relaxation times, and the same goes for healthy and
pathological tissues. There are two ways of measuring the time it takes for the hydrogen
protons in a certain tissue to relax. The first, which in the MRI literature is referred to as
“T1recovery time,” measures the time it takes for protons to recover their magnetization
in the longitudinal direction; and the second, “T2 decay time,” measures the time it takes
for the spins to lose their coherent magnetization in the transverse direction (Westbrook
and Talbot 2019, 26-28). Thus, to be more precise, it is the tissue-specific time constants
associated with T1and T2 relaxation that form the basis of image contrast in MRI.

It should be clear even from this rough sketch of MR image acquisition that the MRI
machine quite literally conditions the existence of a highly specific associated milieu
that it depends on for its functioning. But the critical point here is that it also depends
on this associated milieu for its capacity to reveal something about the body undergoing
examination. Thus, while in the MRI literature the T1 and T2 relaxation times are
often presented as “inherent to the body’s tissues” (Westbrook and Talbot 2019, 25), it
transpires from the earlier discussion that the differential behaviors that the hydrogen
protons exhibit as they relax at different rates in different tissues, are not found in the
natural state of the body. It is not until the magnetic moments of the protons have been
appropriately modified—concretized, we could say—first, by coming under the influ-
ence of the strong external magnetic field of the scanner; and second, by being subjected
to systematic manipulation by radiofrequency pulses, that the behaviors of the protons
become sufficiently stable and law-like to be used as reliable measures in the generation
of image contrast.

4.3 Differential Principles of Individuation

As we have seen, MR image contrast is based on the T1 and T2 relaxation times as
these vary systematically between types of tissues. This baseline resolution can be fur-
ther modified through the tweaking of the scan parameters. This tweaking relates to
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the imaging variables selected by the operator, including the choice of pulse sequences
and the timings of these sequences. In neuroradiology, where MRI is used in the di-
agnosis of tumors and other lesions of the brain, the choice of repetition time, echo
time, and other factors affects which features of the patient’s brain are singled out. Pulse
sequences with short repetition time and short echo time, for example, tend to enhance
the T1 differences between tissues, resulting in “T1-weighted images” in which fat-based
tissues appear bright in the image; whereas pulse sequences with long repetition time
and long echo time tend to enhance T2 differences, resulting in “T2-weighted images” in
which fluids appear bright (McRobbie et al. 2003, 32, 33). Since pathologies of the brain
are frequently associated with accumulation of fluids, a lesion such as a tumor will typ-
ically be more visible in a T2-weighted image than in a T1-weighted image. In addition
to T1-weighted and T2-weighted sequences, routine clinical examinations also typically
include other sequences that allow for even more subtle optimizations of image con-
trast. Furthermore, in addition to the tweaking of scan parameters, the contrast resolu-
tion of MRI can also be modified by the use of various contrast agents that are injected
into the patient’s bloodstream.

The aim of the modifications mentioned is to increase the adequacy of the contrast
resolution, in order to enhance the ability of the imaging system to single out precisely
those features that are clinically relevant—say, whether a certain tissue is tumorous
or not, and if it is, the size and location of the tumor. At no point, however, will the
distinctions made by the MRI machine fully coincide with those intended by the clini-
cian. The MRI machine, of course, knows nothing about tumors, and when in operation,
it relentlessly performs in accordance with its schema regardless of human concerns
about health and disease. Still, there is rationality and knowledge involved, relating to
how the MRI machine enacts an individuating resolution of tensions manifested in its
highly specific associated milieu, which can be characterized operationally in terms of
a recurrent regime of reciprocal causalities that critically includes the dynamics of exci-
tation and relaxation just accounted for. Thus, when considered from the point of view
of technical mediation, the operational schema of the MRI machine takes on the role
as a principle of genesis (or individuation) of other beings—in our case, as a principle
for distinguishing between different tissue types. Moreover, the example of MRI as em-
ployed in the diagnosis of brain tumors, allows us to further specify this schema as a
differential principle of individuation, since the MRI scanner, as we have seen, operates
by enacting a divergence between foreground and background (hence the term “con-
trast resolution”). In fact, on closer scrutiny, the operational schema of MRI gives rise
to a whole family of related differential principles—since for each setting of the system
parameters there is a new principle of individuation, a new distribution of foreground
and background, and ultimately, a new method for individuating (differentiating and
articulating) the object of knowledge.

In what sense, then, is the MRI machine an “image” in the Simondonian outlook? It
is an image, first, in that it is an adaptive mediator that realizes a transfer to a new level
of the human-world system, instituting a highly specific milieu of individuation that
concretizes the phenomena of interest and provokes them to exhibit law-like behaviors
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that translate into systematic patterns that are apprehensible to human senses and that
can be exploited for medical purposes. The MRI machine is an image, second, in that it
has a figural dimension, orchestrating targeted differential orderings of the world where
certain features are delineated and made to stand out as figures (appearing bright in the
resulting gray-level image matrix), while other features blend into the background or do
not show at all.

5. STYLES OF OBJECTIVITY

The point of examining the workings of MRI in this much detail is to show that the MRI
machine performs concept work of sorts. Put another way, MRI is chosen here to eluci-
date the sense in which Simondonian machines are promising candidates for organizing
concepts. Furthermore, what MRI helps demonstrate is that technicity, in its role as
adaptive mediator, acts as a “force of divergence” (Simondon 2017, 171): The machine
operates by enacting specific figure-ground resolutions of its corresponding metastable
system, which in turn serves to individuate (concretize and further articulate) the phe-
nomena under scrutiny. This implies that the machine intervenes into the phenomena it
examines, by acting as a differential organizing principle that guides the individuation
of the object of knowledge in one direction rather than another. The machine-cum-me-
diator, therefore, can be characterized in terms of its distinct style of individuating and
revealing the object.

By conceiving machines in this way, Simondon extends to the machine an insight that
Merleau-Ponty had already made for the perceiving body, namely, that “perception al-
ready stylizes” (Merleau-Ponty 1973, 60). Merleau-Ponty’s argument goes like this:

Style exists (and hence signification) as soon as there are figures and backgrounds, a
norm and a deviation, a top and a bottom, that is, as soon as certain elements of the
world assume the value of dimensions to which subsequently all the rest relate and
through which we can point them out.

(Merleau-Ponty 1973, 61)

What, then, becomes of the object of knowledge when its boundaries qua object are
seen as differentially enacted? In his discussion of motor images, Simondon gives us a
clue. The existence of motor images, he maintains, allows us to analyze the object with
more precision by conceiving it as a “mode of relation between the organism and the
environment” (Simondon 2014, 29). This idea, that there are “modalities of the object”
(Simondon 2014, 33) that somehow correspond to the anticipatory behavioral disposi-
tion of the organism, is pivotal to relational ecological models. It was already assumed
in the notion of Umwelt—as when Jakob von Uexkiill remarks that the “life-path of an
earthworm” is composed of nothing but “earthworm things” (von Uexkiill 1926, 307).
For all that, the ecological motif has transformed significantly from von Uexkill’s fixed
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life-tunnels to Simondon’s open machines conditioning and being conditioned by their
associated milieus. But more than the dynamic idea of co-conditioning, the difference
that makes a difference is Simondon’s idea of an operational coupling between the or-
ganism/machine and the environment.

This is also the point where the ecological relationality proposed here differs most
markedly from the poststructuralist relationality that informs ANT.

5.1 Poststructuralist Relationality

On the face of it, there are strong affinities between the ecological and poststructuralist
notions of relationality. Both notions emphasize heterogeneity, materiality and process,
both take issue with foundational divisions and both deal with enactments and the pre-
carious generation of realities. Yet they differ on a crucial point—the point of “how it is
that everything hangs together,” to borrow John Law’s turn of phrase in his much-quoted
chapter on ANT and material semiotics (Law 2009, 145). In the chapter mentioned, Law
defines ANT as “a disparate family of material-semiotic tools, sensibilities, and methods
of analysis that treat everything in the social and natural worlds as a continuously
generated effect of the webs of relations within which they are located” (Law 2009, 141).
He goes on to characterize ANT as “an empirical version of poststructuralism” and actor
networks as “scaled-down versions of Michel Foucault’s discourses or epistemes” (Law
2009, 145). As Law makes clear, ANT is committed to a material-semiotic or poststruc-
turalist notion of relationality that erodes “ontological distinctions” and levels “divisions
usually taken to be foundational” (Law 2009, 147).

The commitment to poststructuralist relationality has proven to be analytically
productive. It gives ANT a critical edge, allowing it to “follow surprising actors to
equally surprising places” (Law 2009, 147). However, as Law admits, this commitment
is also the source of much debate: “as with Foucault, there is a powerful if controver-
sial nonhumanist relational and semiotic logic at work” (Law 2009, 147). Apart from
characterizing it as “material-semiotic” and “poststructuralist,” Law does not delve fur-
ther into what kind of relational and semiotic logic we are dealing with here. But what
he is alluding to is a certain model of relationality that harkens back to structuralist lin-
guistics, and that took its impetus from Ferdinand de Saussure’s doctrine of the arbitrary
character of linguistic signs (de Saussure 1959). Clearly, this model has changed consid-
erably since the heyday of structuralism. In today’s material-semiotic approaches, the
static Saussurean systems of differences have been replaced by multifarious dynamic
networks, relations now being considered as materially and discursively heterogeneous.
Nonetheless, there is something distinctly Saussurean about how ANT conceives of
networks and relations, as when it assumes that “nothing has reality or form outside the
enactment of those relations” (Law 2009, 141). This, then, is why ANT’s commitment to
poststructuralist relationality is a source of controversy: By warranting the treatment of
everything as nothing but contingent relational effects, it evokes the specter of relativism.
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The replacement of necessary causes by contingent effects also involves other
challenges. While the commitment to poststructuralist relationality allows ANT to ex-
plore a “non-foundational world” where “nothing is sacred and nothing is necessarily
fixed” (Law 2009, 148), it raises the issue of what to focus on to effectively study the
material practices that generate the social—given that all criteria that help distinguish
the more relevant from the less relevant have now been obliterated. As noted by Law,
a common objection leveled against ANT is that it gets lost in material minutiae and
fails to attend sufficiently to what is important (Law 2009, 148). It also raises the issue
of how to account for the durability or stability of the networks studied. In the words
of Law: “what might replace the foundations that have been so cheerfully undone? Is
it possible to say anything about network-stabilizing regularities, or are we simply left
with describing cases, case by case?” (Law 2009, 148).

5.2 Ecological Relationality

The ecological model differs from the poststructuralist model in how it conceives
of systems and relations. More than a mere network of relations, Gilbert Simondon’s
paradigmatic system is a metastable system in the sense outlined previously: It is a
“supersaturated” milieu full of potential —a “being” that is more than substance, matter
or form in that it “exists at a higher level than the unit itself, which is not sufficient
unto itself and cannot be adequately conceptualized according to the principle of the
excluded middle” (Simondon 1992, 301). This implies that there is always more to the
system than the elements and forces that, at any given point of time, are actualized in the
prevailing regime of tensions. This implies, in turn, that the reality of whatever comes
to be individuated (concretized and further articulated) in a certain system is never ex-
hausted by the current individuating resolution of this system. There is always more to
be revealed—say, about the tissues scrutinized by MRI. Furthermore, in the ecological
model, relations are grounded: They grow out of tensions—as in the case of MRI, out
of technical and natural elements and forces in their mutual reaction. This also means
that relations are figural: They come to be expressed in characteristic figure-ground
resolutions—again as in MRI, where the figural resolution of various tissues “relaxing”
at different rates translates into a meaningful visual contrast in the resulting image
matrix.’

The implication of all this is that, even though the milieu of individuation has been
conditioned into being by the intervention of some technical artifact (in our case an
MRI scanner), there is something necessary and law-like about the contrast patterns that
emerge from this mixed milieu. What we are dealing with here, however, is a strange
new breed of contingent necessities that are made possible because relations now take
the form of operational couplings. For, as Simondon insists, even though the associated
milieu is, in a sense, created by the machine, it is not entirely “fabricated” (Simondon
2017, 59). The associated milieu is not entirely fabricated because it “incorporates a part
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of the natural world that intervenes as a condition of functioning, and is thus part of the
system of causes and effects” (2017, 49).

The operational-ecological model also differs from the poststructuralist model
in the centrality it accords to apparatuses (broadly conceived). While ANT takes
technology seriously by including technical artifacts among the actors that must
be accounted for when describing a certain web of relations, there are no adaptive
mediators in Simondon’s sense. The operational-ecological approach differs in that it
treats apparatuses as conditions of sorts. This implies that the machine is not just a factor
among other factors in the system; it is the factor that conditions the system into being,
that sustains it and gives it a direction. Nevertheless, and even though the machine-cum-
mediator carries out its task in accordance with its own distinct style of individuation,
it does not determine or prescribe in advance the patterns that emerge from its asso-
ciated milieu. The strange self-conditioning that characterizes the individualization of
machines also does the trick when it comes to technical mediation—allowing the ma-
chine/mediator to intervene into and transform phenomena while at the same time re-
vealing something about them.

6. UNLOCKING EPISTEMOLOGIES BEYOND
THE POSITIONS OF THE SCIENCE WARS

The bitter controversy over social construction seems to be driven by two great fears
that are equally justified: the fear of relativism and the fear of foundationalism. Having
consulted Michel Foucault’s The Order of Things, it is striking to notice the extent to
which the opposing camps of the science wars map onto the two kinds of truth identified
in Foucault’s work: the positivist truth that is of the same order as the object and the es-
chatological truth that is of the order of discourse.

The operational-ecological model proposed in this chapter opens a third possibility.
When Maurice Merleau-Ponty, in The Visible and the Invisible, talks about the need to
“situate ourselves within the being we are dealing with,” and to put being “back into
the fabric of our life;”” he is not calling for a return to “actual experience” (as Foucault
thinks phenomenology is all about, to judge from his discussion in The Order of Things);
nor is he calling for a return to “a philosophy of experience, of sense and of subject” (as
Foucault suggests by positioning Merleau-Ponty on the “subjectivist” side of the cen-
tral cleavage in postwar French philosophy). What Foucault seems oblivious about, is
that Merleau-Ponty has already shifted to an operational-ecological conceptual register,
which opens the way for new epistemologies beyond the options outlined in The Order
of Things. What Merleau-Ponty calls for, then, is a return to the “milieu” in the multiple
senses of this word in French: to the middle, to the environment, to the medium. What
he asks us to do is to investigate the body not so much as a thing among things as “the
measurant of the things” (Merleau-Ponty 1968, 152).
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Simondon, likewise, emphasizes the middle: Technicity resolves incompatibilities in
the human-world system by instituting a “middle order of magnitude” (Simondon 1992,
304, original emphasis) that cuts across existing orders and, in so doing, overcomes the
initial absence of communication between the disparate parts of the system. The asso-
ciated milieu is, per definition, a third order that is neither of the same order as the ob-
ject nor of an altogether different order. In its role as adaptive mediator, the technical
object enables a “convertibility of the human into the natural and of the natural into the
human,” which leads to “a new relative situation of man and nature” (2017, 251). Through
the intervention of the technical object, the “relation of man to nature” takes on “a status
of stability, of consistency, making it a reality that has laws and an ordered permanence”
(2017, 251).

We have now arrived at the point where Simondon’s approach differs most decisively
from Gaston Bachelard’s. While Bachelard, in his attempt to secure the objectivity of
scientific knowledge, felt compelled to accentuate the artificiality of scientific phenom-
enology, in sharp contradistinction to the alleged naturalness of primary experience,
Simondon suggests instead (as indicated by his account of motor images) that primary
experience is always already amplified—and hence, not that primary after all. There are
no “ready-made” objects anywhere, not even in perception. Moreover, since the con-
vertibility of the human and the natural goes both ways, a similar argument can be made
for the objects of modern science: While in most cases they are definitely realized—
produced or generated—by some intervening instrument or machine, they may not be
all that artificial, in spite of indications to the contrary. As suggested by the Simondonian
idea of concretization: Even though the technical object starts out as artificial and dis-
connected, it loses some of its artificial character as soon as it is put to use in the world.
By forging operational linkages to a more-than-technical environment, the technical
object becomes real in a new operational sense of the term: efficacious.

It is, above all, the understanding of relations as operational couplings that breaks
new ground, epistemologically speaking. This observation finds some support in the
concluding pages of On the Mode of Existence of Technical Objects, where Simondon
comes close to launching the technical operation as an alternative paradigm of truth. He
starts out by establishing that, since it builds an intermediate reality that leads to a new
relative situation of human and world, the technical operation is not “pure empiricism”
(Simondon 2017, 251). He proceeds to criticize pragmatist and nominalist approaches
for conflating the practical and the operational, and hence, for ignoring that “the tech-
nical operation is not arbitrary” (Simondon 2017, 260).

I follow up on this by proposing an operational-ecological model that treats machines
as organizing concepts—or what amounts to the same: apparatuses as material concepts.
The idea of material concepts requires a significant broadening of the notion of ration-
ality as we have come to know it. Certainly, I am not alone in calling for such a broad-
ening; it is, I believe, an emerging trend. Ian Hacking, for example, touches upon the
need for a broader approach when he, reflecting upon his choice of terms, comes to re-
alize that the word “reasoning” has “too much to do with mind and mouth and key-
board; it does not, I regret, sufficiently invoke the manipulative hand and the attentive
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eye” (Hacking 1992, 4). Foucault, on his side, went much further, coming very close to
making an operational turn when, in his later work, he attempted to push rationality be-
yond discourse by recentering his work on the notion of dispositif (Foucault 1980, 197).
But what does it entail to treat apparatuses as material concepts? Clearly, it would radi-
cally change what concepts are—but also, where they are and what they do.

NOTES

1. For a detailed account of Merleau-Ponty’s highly original idea of the body as a standard of
measurement, see Hoel and Carusi (2018).

2. In the remainder of this chapter, when I talk about the “ecological model,” I mean the rela-
tional ecological model (if not otherwise indicated).

3. Living beings are for Simondon the paradigm case of an “entirely concrete existence”—a
kind of existence that technical objects tend towards but can never fully obtain (Simondon
2017, 51).

4. That said, both publications, and the latter especially, draw on a broad range of different the-
oretical perspectives.

5. Put more precisely: The ability to see a tumor in the image depends on whether the tu-
morous tissue gives off a signal that is sufficiently different in intensity relative to the signals
given off by the surrounding tissues for it to show up in the resulting images as a visible
gray-level difference.

6. Itisimportant to note, here, that “figural” in this context does not necessarily mean “visual”
Figure-ground resolutions can also be expressed in other modalities, say, by differences
in number values. The resolution is figural, rather, by virtue of being a differential pattern
expressed through contrast.

7. The whole quote goes like this: “Before the essence as before the fact, all we must do is situate
ourselves within the being we are dealing with, instead of looking at it from the outside—or,
what amounts to the same thing, what we have to do is put it back into the fabric of our life,
attend from within to the dehiscence (analogous to that of my own body) which opens it
to itself and opens us upon it, and which, in the case of the essence, is the dehiscence of the
speaking and the thinking” (Merleau-Ponty 1968, 117-118)
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WYBO HOUKES AND ANTHONIE MEIJERS

1. INTRODUCTION

THis chapter is concerned with engineering as an epistemic activity, that is, as producing
and using knowledge. It deals with, to quote the title of Walter Vincenti’s monograph
on this topic, what engineers know and how they know it. We outline the main existing
perspectives on this issue, developed by engineers and by scholars reflecting on their
practices, and then offer ingredients for an alternative analysis that combines elements
of existing perspectives while avoiding some of their shortcomings.

By way of introducing the main existing perspectives: “Born to Engineer;” a campaign
launched by the ERA Foundation in 2010, states that “engineers turn ideas into reality”
and that “engineers are creative problem solvers” (Born to Engineer 2019). Similarly,
according to the Royal Academy of Engineering, engineering “brings ideas to life and
turns dreams into reality” and design “turns creativity into real-life solutions, producing
products and services” (Royal Academy of Engineering 2018).

At first glance, such statements suggest that generating knowledge is at best a sec-
ondary aim of engineering and design, instrumental to its primary aim of shaping reality
or solving problems. Even this might be an overstatement. Claims such as “Engineers
use maths, science—especially physics— . . . to turn ideas into reality” (Tomorrow’s
Engineers 2019) suggest that engineers are professional knowledge-consumers, albeit
perhaps creative ones.

Many disagree. Some claim that engineers and designers are professional knowledge-
producers, but that their epistemic products are of a special type. For instance, devel-
oping statements in a 1979 report by the Royal College of Art, Nigel Cross (1982) argued
that there are “designerly ways of knowing” embodied in products and processes.
Vincenti starts his book by stating that “technology appears ... as an autonomous
body of knowledge, identifiably different from the scientific knowledge with which it
interacts” (Vincenti 1990, 1-2). Others agree in regarding engineering as an epistemic
activity but deny that it is identifiably different from science. They might for instance
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denote both scientific and engineering practices as “technoscience” (e.g., Latour 1987),
or argue that all contemporary research involves “Mode-2” knowledge (Gibbons et al.
1994) or “Triple-Helix” collaborations (Etzkowicz and Leydesdorff 2000).

This chapter seeks to advance our understanding of engineering knowledge.
In Section 3, we distinguish existing views of engineering knowledge as subordi-
nating (3.1), contrasting (3.2), or assimilating (3.3) it to (natural-)scientific knowledge.
After identifying shortcomings and useful elements of each view, the chapter offers
ingredients for an alternative analysis. In Section 4, we sketch how the design of high-
tech systems involves sets of epistemic activities (4.1), resulting in a variety of rules (4.2),
which (i.e., activities and rules) are governed by a distinctive set of epistemic and non-
epistemic values (4.3). Throughout, we primarily use one case to illustrate our points: the
development of the nuclear-fusion test reactor ITER. In Section 2, we give some back-
ground information on this case to provide context for the illustrative details supplied in
later sections. Section 5 provides conclusions and some points for further research.

2. FusioN ENGINEERING IN ITER

Nuclear fusion releases large amounts of energy if it involves combination of light
atomic nuclei. It has been discovered to power stars, and has been used in thermo-
nuclear weapons; both theories of stellar nucleosynthesis and “proof-of-concept” nu-
clear devices were developed in the 1950s. Around the same time, work started on
using fusion for generating electricity. Decades later, this might result in the first func-
tional, net-yield fusion reactor starting operation in 2025. This reactor—ITER—is
described as an “experimental tool,” “crucial to advancing fusion science” but also as
“designed to prove the feasibility of fusion asa ... source of energy” and “to test the
integrated technologies, materials, and physics regimes necessary for the commer-
cial production of fusion-based electricity” (ITER Organization 2019). It is astound-
ingly complex—as a research project that involves a thirty-five-year collaboration of
thousands of people from thirty-five countries and its own monetary unit, and as a
technological system.

ITER’s central device, a tokamak (see Figure 7.1), is a toroid vacuum chamber that
contains electrically charged hydrogen gas—a plasma. This tokamak has an estimated
ten million individual parts, many of which need to operate under extreme conditions,
such as temperatures of a hundred million degrees Celsius. Heat produced through fu-
sion reactions in the plasma is transported through the wall of the chamber or “vessel”
The plasma itself is shaped by magnetic confinement so that it does not touch and
damage the walls. For this, the largest superconducting magnetic system ever will be
used, containing over 100,000 kilometers of niobium-tin strands, which alone required
a six fold increase of global production capacity of this material.

The tokamak configuration is widely accepted as the most promising for producing
fusion power. There are, however, alternative configurations—such as the “stellerator”
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FIGURE 7.1: Atokamak. Credit: U.S. Department of Energy from United States/Public domain.
Source: https://commons.wikimedia.org/wiki/File:U.S._Department_of_Energy_Science_425_003_001_(9786811206).jpg

(see Figure 7.2) and “magnetic-mirror” devices. Fusion research initially focused on a
variety of configurations; in the late 1960s, however, results from Russian research trig-
gered a “stampede into tokamak technology” (Herman 1991, 96) that led to many groups
focusing on this configuration. Expectations of reaching net-energy breakeven in the
1980s were not met, however: previously unknown instabilities were found to occur in
toroidally confined plasmas. In response, plasma volumes and strength of magnetic con-
finement were both increased massively, up to the scale of ITER. Meanwhile, research
into alternative configurations—especially stellerators—has experienced a modest re-
vival. Compared to tokamaks, stellerators are steady-state machines without internal
current. This eliminates some of the instabilities that have been found in tokamaks;
however, stellerators require more powerful magnets for confinement.


https://commons.wikimedia.org/wiki/File:U.S._Department_of_Energy_-_Science_-_425_003_001_(9786811206).jpg
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A more specificillustration used in this chapter—the divertor—is related to one of the
many problems of designing a functional reactor of any configuration. Fusion reactions
inevitably produce “waste”: ions that are too heavy to be reactants. Moreover, confined
plasmas are bound to contain impurities from the vessel wall. Both waste and impurities
may create instabilities, or otherwise interfere with the fusion process. The function
of the divertor is to remove such material from the plasma, which is a far from trivial
task. Waste-absorbing materials (“targets”) in the divertor are exposed to heat fluxes
estimated to be ten times higher than those to which space shuttles are exposed upon
re-entering the Earth’s atmosphere, and absorbing waste itself produces excess heat in
the targets, which needs to be removed through cooling. Moreover, the divertor should
absorb ions and impurities without creating new impurities and cooling the plasma;
thus, simply inserting it into the outer layer of the plasma (where the heavier ions and
impurities are located due to centrifugal effects) is counterproductive.

Designing a divertor involves a choice of suitable materials, of a configuration of the
targets, and of a process through which waste is captured in the target, where these and
many other complications need to be taken into account. For ITER, targets are made of
tungsten; the divertor is located at the bottom of the reactor vessel; it consists of fifty-
four ten-ton cassettes on a supporting structure mounted on rails; and absorption is
achieved by diverting a small section of the plasma’s outer layer (the “scrape-off layer”)
so that it touches the vessel wall where the cassette, containing a target, is located. With

FIGURE 7.2: A stellerator. Credit: Wikimedia Commons/CC BY-SA (https://creativecommons.
org/licenses/by-sa/4.0)

Source: https://commons.wikimedia.org/wiki/File:T]-II_model_including_plasma,_coils_and_vacuum_vessel.jpg
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this configuration, the divertor is supposed to last for ten years, so that it needs to be
replaced only once in ITER’s expected twenty-year operational lifetime.

One of ITER’s seven “topical groups” is entirely devoted to developing and validating
physical theories and models of the divertor and scrape-oft layer. It studies, among other
things, interactions between the plasma and candidate materials for the target, ways
of storing absorbed ions, transport of ions and impurities, as well as instabilities in the
plasma that may result in excessive heat loads and damage to the divertor. Such “edge-
localized modes” (Leonard 2014) have long been known to occur, but the underlying
physical mechanisms are not yet sufficiently understood. Here, we will take any know-
ledge that is produced in or directly useful for teams such as this topical group to be can-
didate engineering knowledge—since it is, apparently, of immediate relevance to some
of the engineering challenges of divertor design.

Designing ITER or its divertor, including its placement, configuration and manner
of operation, is not representative of all kinds of engineering, e.g., which involves
standardized, mass-made consumer products in a highly competitive market. Rather,
it is an extreme example of high-tech system design. This involves, roughly, archetyp-
ical “flagship” products of engineering—mid- to large-sized human-made goods, po-
tentially one-off, of high complexity in terms of numbers of components, diversity of
manufacturing and assembly processes involved, and interactions of parts. In Section
5, we consider to what extent our analysis in this chapter extends to epistemic aspects of
other forms of engineering.

3. EXISTING VIEWS OF ENGINEERING
KNOWLEDGE

In this section, we offer a brief review of existing views on engineering as an epistemic
activity.! These can be distinguished into three broad classes by how they conceive of
the relation between engineering knowledge and the knowledge produced in the nat-
ural sciences. A first class takes this relation as one of subordination: if engineers pro-
duce any knowledge at all, it is by applying and specifying natural-scientific theories.
A second class contrasts engineering knowledge to that produced in the natural sci-
ences: engineering requires different, self-produced types of knowledge. Finally, a third
class rejects (the need for) distinctions; rather, it assimilates science and engineering in
practices of “technoscience”

3.1 Subordination

A first class of views echoes the (self-)characterization offered in campaigns such as
“Born to Engineer” It holds that, epistemically, engineers primarily use, specify, or
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otherwise apply insights gained in the sciences—in particular, fundamental phys-
ical theories. Describing, for instance, the plasma-target interactions in a divertor or
predicting the occurrence of edge-localized modes requires application of the basic
principles of magnetohydrodynamics (MHD); it seems impossible, or remarkably
ill-advised, to even try to design a magnetically confined plasma without this basic
framework.

The most prominent subordination view is often attributed to Mario Bunge.”? In his
essay “Technology as Applied Science” (1966),’ we find two versions: one that concerns
content and another that concerns method. Content subordination mainly applies
to “substantive technological theories,” such as contributions to propeller theory or
nuclear-reactor theory. These are said to be “essentially applications, to nearly real
situations, of scientific theories” and as such, “always preceded by scientific theories”
(1966, 331). Moreover, they are “invariably less deep” (1966, 333) since they are only con-
cerned with controllable effects; and they may involve black-boxing aspects that are in
principle captured by scientific theories (e.g., turbulence around propeller blades).

A chronological version of this view—engineering knowledge requires prior
theorizing in physics—is easily dismissed. Often, scientific theorizing lags behind tech-
nological development and engineering knowledge about innovative technologies.
Theories of thermodynamics and various other nineteenth-century scientific
breakthroughs were directly inspired by the limited applicability of existing scientific
theories to prior technological developments (see Channell 2009 for an overview).
Density limits in tokamaks (reviewed in, e.g., Greenwald 2002) provide a more recent
example. It has been established that exceeding such limits typically leads to disruptive
instabilities. This is crucial knowledge in fusion engineering, which tempered initial op-
timism about producing fusion power with tokamaks and led to the vast upscaling of
the ITER project—but the underlying physical mechanisms remain unclear.

Content subordination, alluded to in Bunge’s “depth,” concerns the epistemic merits
of engineering knowledge, irrespective of chronology. It maintains that insofar as there
is scientific knowledge about a topic, it is invariably epistemically superior to engi-
neering knowledge—in having higher explanatory value, representational accuracy,
generalizability, predictive power, and/or other epistemic virtue. Even if engineering
knowledge would be prior to scientific theorizing, the latter would improve on the
former. This presupposes commensurability of both types of knowledge, as well as sub-
stantial overlap in content—including use of the same basic concepts or governing prin-
ciples and concern with the same domain.

Content subordination has not been developed in much detail, neither in Bunge’s
essay nor elsewhere. Still, the general thrust is familiar from the (history of) philosophy
of science: it casts engineering knowledge as a “special science.” Special sciences were
once similarly held in low epistemic regard in comparison to fundamental physics by
proponents of (specific versions of ) the Unity of Science ideal. However, most have aban-
doned this ideal on the basis of arguments for the irreducibility and autonomy of the spe-
cial sciences (see, e.g., Cat 2017) and against the supposed high epistemic value of law-like
statements (see, e.g., Cartwright 1983). What might distinguish content subordination
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from unity-of-science claims more generally is that it is combined with claims about the
aim of engineering practice: producing knowledge is not the ultimate aim, but rather
instrumental—recall the “Born to Engineer” slogans. We shall discuss this claim in more
detail later. For now, we note that, even if it were true, it does not support content sub-
ordination. A difference in overall aim might make engineering theories irreducible to
theories in the natural sciences: Basic theoretical concepts may be homonyms (Kroes
1992) because terms such as “pressure” refer to physical characteristics in the natural sci-
ences and to technical characteristics of designed objects in engineering.

Another, methodological form of subordination is found in Bunge’s analysis of tech-
nological rules. Such a rule “[prescribes] the course of optimal practical action” (1966,
330), and is “grounded” if and only if it is “based on a set of law formulas capable of ac-
counting for its effectiveness” (1966, 339). This identifies some central content of engi-
neering knowledge as having a form distinct from that of scientific knowledge: where
the latter is descriptive, the former is prescriptive or rule-like (see also Zwart 2019).
Rather than expressing a contrast view, this may involve another kind of subordination.
In Bunge’s words: “in order to be able to judge whether a rule has any chance of being
effective, as well as in order to improve the rule and eventually replace it by a more ef-
fective one, we must disclose the underlying law statements, if any” (Bunge 1966, 339).
Here, proper grounding of rules is claimed to increase their practical value: without sub-
ordination of engineering knowledge to the sciences, it involves leaps of faith regarding
effectiveness, or mere trial and error.

In its reference to law-like statements, this might appear a variant of content subordina-
tion: rules are held to be grounded through disclosing their relation to (paradigmatically
law-like) physical theories. Yet the underlying law-like statements need not be identical
to the contents of any scientific theory. Then, engineering knowledge may still be held
subordinate to science in its method: science does not rest with stating brute empirical
regularities, but aims at disclosing underlying law-like statements, thus improving pre-
dictive and explanatory power. Engineering should fully emulate this scientific method
of postulating and validating hypotheses derived from general (law-like) theories.

Methodological subordination of engineering knowledge as sketched by Bunge is
problematic—again, in part, because it imposes an image of scientific method that
philosophers of science have found wanting. Other problems more specifically concern
rule-based knowledge and its role in engineering practice. First, many rules are justified
on the basis of prior experience or testimony: the recommendation not to exceed density
limits in a tokamak is an effective way to avoid some instabilities, but it is not law-based.
Second, the value of scientific knowledge in improving or optimizing practical courses
of action is doubtful: insisting on this value appears to misunderstand what is involved
in such optimization. Some courses of action—such as the shortest route to the railway
station—can be optimized, but are too trivial to require law-like statements. Engineering
problems frequently involve trade-offs between many (non-epistemic) values, such
as efficiency, safety and reliability (e.g., Van de Poel 2009). Grounding as envisaged by
Bunge does not resolve or even address such trade-offs: magnetohydrodynamics might
offer fundamental, law-like statements for the behavior of plasmas, but it does not tell
whether to opt for more magnetic power and fewer instabilities (as in stellerator designs)
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or, as in ITER, comparatively less magnetic power and more potential instabilities. We
return to this aspect of engineering knowledge in Section 4.3.

3.2 Contrast Views

Subordination views have few champions and many outspoken critics. Perhaps the most
radical alternative maintains that, as an epistemic activity, engineering is fundamentally
different—and therefore autonomous—from the natural sciences. This contrastive view
has been expressed since the 1960s in a number of places. Its context of development
is not primarily that of responding to the descriptive and normative shortcomings of
Bunge’s applied-science thesis and linear models of innovation: it cannot be disengaged
from attempts to emancipate engineering education—in particular its design elements.
Two of the most influential expressions, offered in different contexts and for different
audiences, are Nigel Cross’s (1982) defense of specific “designerly” ways of knowing and
Walter Vincenti’s (1990) analysis of engineering knowledge, based on extensive research
into aeronautical history.

Contrast views vary in their ambition level. Some seek to emancipate engineering
and design completely from the natural sciences and research, others point out some
continuities. A useful distinction is between goal-contrasting and knowledge-contrasting
views, where the former are to some extent conceptually prior to the latter. Goal-
contrasting views maintain that science and engineering have fundamentally different
aims: the point of science is to describe or explain, that of engineering is another. Two
statements to this effect are the following:

“A natural science is a body of knowledge about some class of things, objects or phe-
nomena in the world: about the characteristics and properties that they have; about
how they behave and interact with each other ... The engineer, and more generally
the designer, is concerned with how things ought to be”

(Simon 1981, 3, 7)

“Science concerns itself with what is, technology with what is to be”

(Skolimowski 1972, 44)

As intuitively plausible as such goal-contrasting statements are, they suffer from a
number of problems as analyses of engineering knowledge. First, as is revealed by the
citations, it is unclear what is contrasted with science: engineering, or design—where
design can both be taken as more general, including for instance curriculum design or
therapeutic design, and more specific, excluding engineering science. Second, although
it is relatively clearly stated what the aim of science is, the aim of engineering/design/
technology is less clear. Ethics and many religions are also concerned with how things
ought to be, and futurology and science fiction with what is to be, but neither is a branch
of engineering. Third, goal-contrasting views are not necessarily views of engineering
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knowledge: they are compatible with views on which knowledge production is not an
aim of engineering at all. Such views offer a clear-cut contrast: whereas science should
produce knowledge to explain, describe, or predict, engineering should result in func-
tional devices. But this contrast comes at the price of ignoring any epistemic impact of
engineering. Fourth, even if goal-contrasting views would concern engineering know-
ledge, they might collapse into subordination views. Bunge’s technological rules con-
cern how things ought to be and how to make them so. However, as argued earlier, they
do not support a contrast between science and engineering, or at least not one that is
conducive to the epistemic status of engineering.

Many advocates of the epistemic autonomy of engineering go beyond goal-
contrasting to insist on knowledge-contrasting. This contrast does not merely concern
the content of engineering knowledge: such differences are also found within the sci-
ences, where fields are routinely distinguished in terms of their subject matter (e.g.,
condensed-matter physics, astrophysics). Knowledge-contrasting views are consider-
ably more ambitious in insisting that “technological praxis [is] a form of knowledge”
(Staudenmeier 1985, 120), that there are “designerly ways of knowing,” or that technology
is “an autonomous body of knowledge, identifiably different from the scientific know-
ledge with which it interacts” (1990, 1-2).

The idea is that engineering knowledge is different in its epistemology (e.g., as dif-
ferent as testimonial knowledge is from observational knowledge). Cashing this out is
difficult, and knowledge-contrasting views are understandably divergent and some-
what provisionally formulated. Often, they take the form of listing some characteristic
elements of (paradigmatic) engineering knowledge or of attempting a comprehen-
sive taxonomy (see Houkes 2009, Section 4 for an overview of such attempts). Some
elements that have been proposed in multiple knowledge-contrasting views are

1. Prescriptive: engineering knowledge concerns what ought to be done and/or
made. This knowledge connects human needs to their artificial environment,
prescribing ways of changing this environment or ways in which humans can in-
teract with it. By contrast, scientific knowledge describes reality, including under-
lying mechanisms or future states of the world.

2. Tacit: the nature of design problems and solutions is such that engineering know-
ledge cannot always or typically be made fully explicit, but that it is tacit, implicit
“knowing-how?” By contrast, scientific knowledge is fully explicit, propositional,
“knowing-that”

3. Embodied in objects: engineering knowledge may in part “reside” in products of
engineering activities that are not themselves epistemic. By contrast, scientific
knowledge primarily resides in theories and other propositional content.

There are several general problems with these characteristics and the views that ap-
peal to them. First, perhaps precisely because they do not apply to traditional forms of
knowledge, all characteristics tend to be under-analyzed. Consequently, they may be
indeterminate or ambiguous (Nightingale 2009); or, on closer analysis, reducible to
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traditional forms of knowledge (Stanley and Williamson 2001). Analyses that hint at a
contrast and apply an evocative label to the engineering side of this contrast do little to
clarify engineering knowledge.*

Second, contrastive views not only need to state what engineering knowledge is, but
also what—by contrast—scientific knowledge is. Implicitly or explicitly, contrastive
views might rely on controversial views of science, such as naive forms of scientific re-
alism. In addition, contrastive views need to elevate some contrasting characteristics to
demarcative status. They might therefore overlook or downplay continuities or aspects
of practices on either side of the established contrast. In many sciences, for instance,
knowledge resides in things; think of experimental equipment, model organisms, and
scale models (Baird 2004). One might still insist that engineering knowledge does so to
a larger extent, but that would undercut arguments that it constitutes another form of
knowledge altogether; or that it does so in a different way, but that would beg the ques-
tion. Here, one might wonder why the (important) project of providing an autonomous
analysis of engineering knowledge has turned into the (possibly misguided) project of
providing an analysis of its autonomy.

Third, arguments that whatever results from engineering as an epistemic activity is
knowledge of a special type are vulnerable to the objection that such results may cer-
tainly be valuable, but that they are not knowledge—precisely because they do not fit the
traditional form. Prescriptive knowledge may, for instance, be argued to be of a special
type (Zwart 2019) because claims to this knowledge are not candidates for being true
(Von Wright 1963)°—but it might be objected to this that, then, it can only be called
“knowledge” in an extended (Meijers and Kroes 2013) sense on any analysis that takes
truth to be a necessary condition for being knowledge.

Fourth and finally, contrastive views might be of limited applicability. They might fit
practices that are historically or intuitively distant from typical scientific practices, such
as early episodes in aeronautical engineering, or practices in industrial design. However,
whatever knowledge is produced by ITER’s Scrape-Off and Divertor Topical Group is
in most respects difficult to distinguish from that produced by experimental-physics
groups; measuring and modelling heat loads in plasma facing components—to give
one example of knowledge that may be produced in the group—are not more tacit or
embodied in objects, or exclusively prescriptive than measuring, say, heat flows through
condensed matter independently of any context of application. More importantly, there
appears to be little point in insisting on some contrast: the association with experimental
physics is also sufficiently close in terms of status. Practices such as divertor design do
not need to be emancipated in order to be taken seriously as epistemic activities.

3.3 Assimilation Views

Assimilation views highlight some of the similarities between scientific and engineering
knowledge that also featured in subordination views. However, they do not conjoin them
with priority claims, or normative ideals about fundamental scientific theories. Instead,
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they conclude that, in historical and/or contemporary practice, science and engineering
are so closely intertwined that it would be misleading to prize them apart conceptually.

Indeed, some advocates of assimilation prefer to refer to a broad suite of scientific and
engineering activities by a single term: “technoscience.” This term was used cursorily as
early as the 1950s, and popularized by Gilbert Hottois in the late 1970s. It found the most
influential use in Latour’s (1987) groundbreaking study of laboratory life. Since then it
has met with criticism, but still sees widespread use by researchers in science and tech-
nology studies, post-phenomenology, and cultural and gender studies.® For instance,
in the subject index of the fourth edition of the Handbook of Science and Technology
Studies (Felt et al., 2017), “technoscience” takes up an entire page—more than “science,”
and “technology” and “engineering” do not even feature.

In studies that employ this term, as well as more broadly in the fields just mentioned,
assimilation views are one element of complex outlooks on the ontology, epistemology,
and socio-political context of science and engineering.” Necessarily somewhat schemat-
ically, the following assimilation views of engineering knowledge may be distinguished:

a. Association (e.g., Hughes 1986; Latour 1987): practices of “science in the making”
and “engineering in the making” involve irreducibly complex and close associations
(networks) between theories, instruments, and a host of other actants.b. Reversal (e.g.,
Lyotard 1984, Forman 2007): technology and its capitalist mode of production have be-
come the main drivers of scientific research.c. Application (e.g., Gibbons et al., 1994;
Carrier and Nordmann 2010): scientific knowledge is increasingly produced with an eye
to its applicability, so much so that research and design activities are indistinguishable
or inextricably combined.

These views are in part distinct in their historical claims. Strong associations between
science and engineering and/or technology have been around for centuries. By contrast,
“reversalists” see a more or less sharp historical discontinuity in science around and after
the Second World War, and especially in postmodern societies. Finally, “applicationists”
find their strongest illustrations in even more recent cases, of converging technologies
and corresponding research into such areas as nanotechnology, smart materials,
and biomimetic design. This suggests that, as credible as these views are for the indi-
vidual contexts and cases for which they have been developed, none of them may fully
capture—diachronically or synchronically—the interrelations and distinctions between
scientific and engineering knowledge; nor can they be straightforwardly regarded as
complementary, given their conflicting historical claims.

Assimilation views are also distinct in their underlying theoretical frameworks,
of which only a selection can be mentioned here. Latour’s views are couched in actor-
network theory (e.g., Latour 2005). Here, associationism is developed through the prin-
ciple of “generalized symmetry,” which holds that all entities in a network are in the first
instance to be described in the same terms, and differences may only emerge in their
network of relations. “Reversalists” rather appeal to (philosophical) postmodernism,
which emphasizes the erosion of grand narratives since the end of the nineteenth cen-
tury, including narratives of the primacy of science and its legitimization by modernist
philosophy; and which offers means to expose and to some extent avoid such narratives.
Finally, some highly influential theories have been proposed in support of applicationist
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views, such as the distinction between traditional “Mode 1” knowledge production
and contemporary “Mode 2” production (Gibbons et al. 1994), or Triple Helix views
(Etzkowitz and Leydesdorft 2000). These theories, which come in many varieties them-
selves, conceptualize fundamental shifts or “reconfigurations” in knowledge produc-
tion, in terms of the organization of academic research, funding streams, and alignment
of research agendas with technological innovation and societal challenges.

This conceptual diversity comes with a broad variety in normative implications (if
any). Only occasionally, these implications concern the knowledge that is produced in
these practices: some by-reversal claims lament the transition to “impure” science, but
they offer no countermeasures and have been criticized as modernist nostalgia (Forman
2007). More often, the implications concern studies of scientific and engineering
practices, namely to refrain from using (some) value-laden terms, sharp dichotomies or
outdated “modernist” ideologies. Applicationists for instance insist that studies of con-
temporary practices such as synthetic biology should not impose ideas about the inter-
relation between research and design or about “proper” forms of knowledge production
in science and engineering, but describe and assess practices in their own right.

This lack of implications for (contemporary) knowledge production has been
criticized as implicit support for or for the emergence of transdisciplinary, application-
oriented research and the commodification of knowledge (Godin 1998; Hessels and
Van Lente 2008; Mirowski and Sent 2008). It also results in a lack of clear and detailed
implications for knowledge practitioners. Subordination views offer guidelines, albeit
misleading ones, such as requirements to ground rule-based engineering knowledge
in law-like statements. Assimilation views mainly warn against imposition of explicitly
normative frameworks, and describe how knowledge production actually works, es-
pecially on an institutional level: they focus on the context, rather than the content, of
epistemic activities (Houkes 2016). As a quick illustration: assimilation views could be
applied to ITER, or perhaps more specifically to divertor design, to reveal how tradi-
tional research and design activities have merged here; or how it exemplifies contempo-
rary transnational projects and funding streams, perhaps in contrast to more traditional
“Big Science” projects such as the Large Hadron Collider. As such, it does not concern
any specific knowledge claims produced in the context of this project, or their relation
to other claims and epistemic activities: unlike contrast views, assimilation views do
not seek to distinguish, say, outcomes about workable divertor configurations from the
basic equations of magnetohydrodynamics. Unlike subordination views, they do not in-
sist on some (formalizable) relation between such outcomes and fundamental theories.

4. INGREDIENTS FOR AN ALTERNATIVE
ANALYSIS

In this section, we offer several ingredients for an analysis of engineering as an epistemic
enterprise, focusing on high-tech systems design. We bring out how it involves sets of
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epistemic activities, resulting in a variety of rules, which are governed by a distinctive set
of epistemic and non-epistemic values. The ingredients are largely based on recent work
in the philosophy of science.

4.1 Practices and Epistemic Activities

Contemporary philosophy of science is largely unconcerned with demarcation issues
or formal reconstructions. Rather, many in the field take pluralistic, often practice-
based perspectives. Formal reconstructions of law-based explanations in physics, with
strong normative aspirations for other disciplines to follow suit, have been exchanged
for more detailed and in-depth presentations of experimentation, simulation, mod-
elling, data collection and other activities in the natural, life, and behavioral sciences,
without strong normative implications beyond identifying the diversity of scientific best
practices. One attempt, in this context, to characterize epistemic practices is found in
recent work by Hasok Chang (2011, 2012). Chang distinguishes several hierarchically or-
dered units of analysis, which may be distinguished depending on the context:

- Scientific practices, which have characteristic aims and consist of more or less co-
herent sets of- Epistemic activities, which are intended to contribute to knowledge
production in accordance with discernible rules, and consist of more or less coherent,
routinized sets of- Mental and physical operations

Lavoisier’s revolutionary way of doing chemistry, for example, can be understood as a
new practice in its time, with activities such as collecting gases, classifying compounds,
and measuring weights. These are all epistemic in the context of being performed in
a scientific practice. Chang’s analysis does not offer a characterization in terms of aim
alone: it brings out how differences in aim might affect the constitutive level of ac-
tivities. One such effect may be that practices with different aims comprise different,
but overlapping sets of activities. Another effect, more difficult to pinpoint in realistic
cases, is that because of differences in aim, the same activities “fit together” differently.
Coherence, at least at the level of activities, is a matter of effective coordination with re-
gard to the overall aim of the practice constituted by the activities. Thus, we might see
divergent standards of quality or differences in integration with other activities (e.g.,
when, where, and who performs the activity).

Take, for instance, an activity that is both enabled by and involved in high-tech system
design: investigating thin films of materials by high-resolution x-ray diffractometry
(HRXRD). Narrowly speaking, this activity serves the (epistemic) purpose of obtaining
information about the structure of a layered film, such as its roughness, thickness and
density. This activity will fit together differently with other activities depending on the
encompassing practice: HRXRD is used in the semiconductor industry to, among other
things, analyze defects in multilayered devices and establish whether such defects are
caused by, for instance, faults in stacking layers. In industrial research, one might rather
investigate how HRXRD produces scanning results for different crystalline structures
and establish its limitations in analyzing specific structures. In biomedical research,
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the technique may be used to find out the crystalline structure or composition of living
bone and various substituent materials, in order to establish their biocompatibility (e.g.,
Peters et al. 2000). In archaeology, researchers may use HRXRD to investigate the com-
position of ancient glass, for instance to obtain information about melting processes
used in producing it (e.g., Janssens 2013, chapter 2.1).

All practices arguably involve the same activity, and some operations may be simi-
larly routinized or may be governed by the same rules. For instance, in any application,
the sample to be scanned should be mounted properly; bending or scratching is to be
avoided since this would obviously interfere with whatever results are to be obtained.
Still, the different practices may lead to differences in how and when the activity is
performed. For instance, in the industrial-research practice, the activity is performed
to analyze known features; in the other practices, to analyze unknown features. In each
of the mentioned practices, different features of the scanned material are relevant. In
the industrial practice, HRXRD might be applied repeatedly as part of quality control
in a manufacturing process; in the biomedical-research practice, quality control might
also be the ultimate aim, but it may be a one-off process that results in rejection of some
materials as insufficiently biocompatible.

Another effect of contextual differences is in how the practice deals with limitations
or uncertainties of the technique. As a diffraction technique that relies on analyzing
reflections from multiple angles, HRXRD has limited detection depth and scans may
be blurred by surface imperfections. These limitations might not affect diagnostic
applications in the semiconductor industry, as long as layered films are sufficiently thin.
In biomedical or archaeological research, the same limitations and uncertainties might
require use of supplementary analytic techniques. These differences might not only be
a result of variation in the properties of the sample of interest (e.g., thin films or an-
cient glass), but also of the implications of incorrect information—the inductive risk
(Douglas 2000) that is run by performance of the activity (see Section 4.3). Drawing
the wrong conclusion, or failing to draw the right conclusion, about the melting pro-
cess used in producing 14th century Andalusian glass does not do the same harm as
drawing the wrong conclusion about substitutes for living bone; and the probabilities of
false negatives, false positives or both are also likely to be different in these applications.

Using Chang’s grammar of practices and activities may reveal how (or even whether)
epistemic practices in the sciences and in various engineering contexts may involve
different constitutive activities, or how they differ in integrating the same activities,
harmonizing them with other activities, or dealing with their limitations. This would,
to some extent, develop Bunge’s methodological form of subordination: engineering
practices might involve activities that originated in scientific practices, such as using
mathematical models to derive predictions, to give just one broadly defined example.
Conversely, however, scientific practices may involve engineering activities—in line
with (associationist or applicationist) assimilation views.

This being said, analyses of activities within practices are unlikely to reveal a uni-
form difference between science and engineering. It is, to return to the example, not
to be expected that using HRXRD has, as an epistemic activity, the same role in every
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engineering practice: there may be significant differences between its use in, say,
materials science to investigate nanostructures and in software engineering to enhance
data analysis. Shared features—if any—may emerge only from in-depth analyses of en-
gineering practices. We take this as a strong advantage rather than a drawback.

4.2 Design Rules

An analysis on the level of practices and activities can be supplemented at the level of
individual knowledge claims. Here—in line with subordination and contrast views—we
focus on prescriptive or rule-based statements, without claiming that this is distinctive
for engineering practices, or needs to be grounded in law-like statements. More specif-
ically, we develop an account proposed by Torsten Wilholt (2006), who identifies some
of the epistemic products of “industrial research” as “design rules,” which have the form:

(DR) “A > B,where B ... describes one or more properties of a system that are inter-
esting for its applications, and A describes a set of characteristics of the same system
that can be controlled during its production.”

(Wilholt 2006, 79)

One example given by Wilholt concerns spin valves, which contain layers of thin films
of various materials. If layers have the right materials, thickness, etc. (characteristics A),
their magnetization directions can be highly sensitive to external magnetic fields, which
makes spin valves interesting as sensors (characteristics B).

Like Bunge, Wilholt brings out the value of research that aims at such prescriptive
knowledge as enhancing our ability to realize goals effectively and efficiently. However,
Wilholt avoids Bunge’s appeal to law-like statements. Rather, he shows how successful
industrial research may be guided by models of a device. These allow the identifica-
tion of promising specifications, that is, propositions A and/or B in (DR), without ex-
tensive trial-and-error. Models of magnetization effects in spin valves, for instance,
narrow down the choice of materials and thicknesses, drastically reducing the number
of possible configurations to be tested for the desirable properties. Based on Wilholt’s
proposal, several knowledge claims may be distinguished, although they are often
combined in practice. (DR) conjoins two types of statements:

Manufacturing rule (MR): “If a set of characteristics A of a system is controlled
during its production, it will have a specific set of properties F~

Functional knowledge (FK): “If a system has a set of properties F, it will (usually)
be able to perform the function to @”

Thus, in Wilholts example, (MR) concerns properties such as thickness and
materials that can be directly controlled during manufacturing (A), and that ensure that
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“magnetostatic coupling and ferromagnetic interlayer coupling cancel each other out”
(2006, 80). This property F in turn explains why the resulting spin valve has the disposi-
tion of being highly sensitive to external magnetic fields, which in particular contexts of
applications may be highlighted as its function (Houkes and Vermaas 2010). A variant
of (MR) that is more process-oriented and may similarly be combined with functional
knowledge, is

Operational rule (OR): “If a set of characteristics A of a system is controlled during
its operation, it will have a specific set of properties F”

Thus, operation of a particular type of spin valve may require constant temperature,
or require sudden changes in temperature to manifest the desired disposition.

Epistemic activities in engineering practices might result in knowledge of one type
of rule without the other.® It may be known how to control for the characteristics of
a device or material during production, but unknown why those characteristics give
rise to desirable behavior—or to what extent it may be avoided that they show unde-
sirable behavior. Plasmas and their instabilities are cases in point: it is known that they
arise, and how they can to some extent be avoided, but edge-localized modes (ELM:s)
are, for instance, insufficiently well-understood to estimate their effects on target plates
in divertors. Hence, ITER’s Topical Group must produce sufficient insight into ELMs
to avoid them during operation—allowing statement of operational rules for, for in-
stance, the magnetic confinement of plasmas—or to design divertors such that they can
withstand the effects of repeated ELMs—allowing statement of manufacturing rules for
divertors. In the absence of such insight, extensive trial and error is required to realize or
optimize useful devices, which is unfeasible on the scale of ITER.

Wilholt makes clear how rule-based knowledge in industrial research may be
generated through modelling the system to be designed. This holds more generally for
engineering knowledge,” also in high-tech systems design, and brings out an intercon-
nection with the first ingredient: a variety of epistemic activities has been developed
in engineering contexts in order to search design spaces more quickly than by trial
and error. Such activities may, on some level of description, be the same as in scientific
practices (e.g., “modelling”)—and this is useful for highlighting continuities, as in as-
similation views. On another level of description, however, the difference in outcome
(descriptive/explanatory statements versus prescriptive, rule-like statements) is bound
to be reflected in subtle differences in epistemic activities. Some may manifest in dif-
ferent forms of inference (e.g., Zwart 2019), others in different standards of acceptance,
still others in different focal points. Modelling physical infrastructures in scientific and
in engineering practices may, for instance, both involve the discovery of mechanisms
(Craver and Darden 2013). Yet the latter may highlight triggering conditions of
mechanisms that are or can be directly related to human interventions, leading to forms
of mechanistic explanation (e.g., Van Eck 2015) or trajectories of developing mechanism
schemas (Houkes 2016) that are characteristic for (some) engineering practices.
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4.3 The Role of Non-epistemic Values

A third and final ingredient of our analysis concerns the broader context of epistemic
activities in engineering practice and the role of non-epistemic values. Traditionally,
philosophers have maintained that science ought to be value-free: apart from, possibly,
the choice of topics, ethical restrictions on methods and the presentation and further
application of results, influences of non-epistemic values (reflecting societal, commer-
cial and political interests) are illegitimate and compromise the epistemic merits of re-
search outcomes. Recently, several powerful arguments have been offered against this
value-free ideal.

One family of arguments!® centers on “inductive risk” Scientific reasoning is fal-
lible: scientists may draw incorrect conclusions, or fail to draw the correct conclusion.
There are several aspects to this risk, such as deciding how much evidence is sufficient
to state a conclusion, and determining what counts as evidence in the first place. Now,
in many cases, choosing any standard of evidence, for instance concerning a human-
induced greenhouse effect, has serious societal repercussions, since it affects the balance
of over- or underestimating the effect and thus over- or under-regulating its purported
causes. If scientists can reasonably foresee these consequences, they ought to account
for them and mitigate inductive risk. Thus, choosing standards for the quality and quan-
tity of evidence ought to be influenced by the non-epistemic values with which societal
consequences are assessed: a toxicologist may legitimately use low standards of eviden-
tial quality (e.g., in assessing borderline cases) if she considers under-regulation of some
substances to be harmful.

A brief investigation suffices to reveal how broadly and deeply inductive-risk
arguments apply to engineering practice. Efficiency and effectiveness play prominent
parts in engineering-design methodologies. However, the role of societal values such
as safety, sustainability or commercial viability is equally undeniable. As alluded to in
Section 3.1, the problems faced by engineers are characterized by trade-offs between
multiple values. The choice of a refrigerator coolant, for instance, is governed by non-
epistemic values such as toxicity, flammability, and atmospheric lifetime, as well as in-
strumental values such as the cost and scalability of production—which cannot each
be optimized simultaneously (Van de Poel 2009). Likewise, the “design space” of spin
valves (Wilholt 2006), of photovoltaic materials (Houkes 2016), and of fusion reactors
and tokamak divertors does not have a single peak, but is an extremely rugged land-
scape, with a very large number of local optima (see Figure 7.3). The individual optima
are not just hard to find in a given landscape: the trade-off between multiple values and
even selecting which values are at play are such that engineering problems require con-
tinuous (and necessarily contentious) reconstruction of the landscape.

As a brief example, consider organic photovoltaics. Compared to the dominant
silicon-based devices, photovoltaic cells that use polymers are more lightweight,
flexible, and easy to produce; but they are currently far less efficient and stable.
Consequently, there is great potential in research into the properties of organic
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FIGURE 7.3: Single-peak and rugged search spaces. Credit: Thomas Shafee/CC BY (https://
creativecommons.org/licenses/by/4.0)

Source: Adapted from https://commons.wikimedia.org/wiki/File:Epistasis_and_landscapes.png

photovoltaic materials and ways of producing them: generating design rules of the
various forms discussed in Section 4.2 is a valuable epistemic engineering practice.
However, there are great opportunity costs as well, in terms of time and effort not
invested in further optimizing silicon-based devices. Knowledge claims about any of
these properties of a material, the devices in which it is used, and the manufacturing
process carry substantial inductive risk, because it is never fully clear whether further
improvements in one of the many performance characteristics are possible and tech-
nically feasible: the landscape is not only rugged, but also foggy. The search for a local
optimum by considering a particular type of material can be affected dramatically by
relevant new knowledge. It has, for instance, been known for decades that perovskite
materials (organic-inorganic compounds) have features that might make them suit-
able for applications in photovoltaics, but only around 2010 spectacular improvements
were made for perovskite photovoltaics in terms of efficiency. This then led to a surge
of research into ways of not just making further improvements, but also of overcoming
major performance issues for these types of materials, such as their degradability in
moist air and lead content: without promises of outperforming other photovoltaic
materials in terms of efficiency, these performance issues would not have been worth
investigating.

This “perovskite gold rush” may seem similar to the “tokamak stampede” mentioned
in Section 2. However, a closer comparison brings out other ways in which non-
epistemic values impinge on high-tech systems design. Searching the rugged, foggy
landscape of photovoltaic materials through various epistemic activities is a costly un-
dertaking. Yet the costs of roads taken and not-taken are marginal in comparison to
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those in fusion engineering, especially at the scale needed for net-energy production;
these require a much more selective search strategy. The tokamak stampede is therefore
much riskier behavior! than the perovskite gold rush—and (re-)diversification to al-
ternative configurations is a rational response to the upscaling required for tokamaks,
which further increases the risks of the epistemic activities in fusion engineering leading
to negative results after a lengthy and costly search.

These broader repercussions, and consequent inductive risk, are easily overlooked
in a focus on design rules and functional knowledge, or even on epistemic activities.
Stating a rule suggests that a particular course of action is worth taking: an item or its
properties are claimed to be sufficiently interesting to consider actual manufacturing or
at least to warrant further research. Whether this claim holds true is, however, highly
sensitive to the practical context, including alternative ways of achieving the same goal
or known practical difficulties.

This can be illustrated through the design choices for ITER’s divertor. Suppose that
ITER’s Topical Group comes up with a particular manufacturing or operational rule for
reducing the effects of ELMs on the divertor’s targets. Such rules are hardly generaliz-
able to other fusion-reactor configurations: in order to make sense for ITER, they need
to take into account several local features. This makes epistemic activities for generating
this rule-based knowledge valuable in the context of ITER; but investing in these activi-
ties also raises the stakes of fusion engineering in tokamak configurations—and therefore
increases inductive risk. The value may even be restricted to ITER alone, because of the
choice of material for the divertor targets. Tungsten, chosen because of its high melting
point, may be suitable for the conditions in ITER, but because of its brittleness it is not nec-
essarily the most suitable candidate for the planned next generation of fusion reactors—
which will “open the way to industrial and commercial exploitation” (ITER Organization
2019). Epistemic activities that result in useful rules for tungsten-based divertors are valu-
able in their present context—and as results of “experimental tools,” they may be perfectly
valid. However, in the broader context, it is doubtful whether these rules and generative
epistemic activities are worth investing in exclusively. Also here, diversification partly
overcomes the problem: alternative divertor materials and configurations are being tested
in smaller research facilities. However, scalability of results is such a common issue in fu-
sion research that diversification would only be fully effective if implemented on equal
scales—which is technically (and financially) infeasible.

5. CONCLUSION AND OUTLOOK

In this chapter, we have reviewed three types of existing views on engineering know-
ledge—subordination, contrast, and assimilation views—and we have discussed some
of their descriptive and normative shortcomings. These include reliance on inadequate
theories of science (subordination), inability to capture the specifically epistemic aspect
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of engineering practices (contrast), lack of guidance of such practices (assimilation),
and a tendency to overgeneralize from specific cases to general views (all views).

We have also sketched three ingredients of an alternative view, which incorporates
elements of all existing views: from assimilation views, we adopt a focus on epistemic
activities within practices—and without a predetermined difference between scien-
tific and engineering practices, or a predetermined similarity between all engineering
practices; from subordination and contrast views, we adopt a focus on rule-based engi-
neering knowledge, without claims regarding reducibility to or grounding in scientific
knowledge; and from contrast and assimilation views, we adopt a focus on the impor-
tance of non-epistemic values in the development of engineering knowledge.

These three ingredients concern, roughly, different levels of analysis: a macro-level of
non-epistemic values related to societal challenges or (potential) applications; a meso-
level of epistemic and other activities through which such applications are produced; and
amicro-level of epistemic products of such activities. Analysis of actual cases requires all
three levels; the shortcomings of existing views may be partly due to excessive focus on
one of these levels, at the expense of others. We have, however, only hinted at how these
levels are interrelated, and at how their interrelations should be taken into account when
studying engineering practice. Moreover, each individual ingredient requires further
processing—both the discussion of existing views and the sketch of our own alternative
show that analyses of engineering knowledge have hardly reached the level of sophistica-
tion of analyses of scientific knowledge (at least as offered in philosophy of science). This
may, in itself, be one of the most unfortunate side-effects of all existing views, which may
be mitigated by applying insights from contemporary, practice-oriented philosophy of
science to improve our understanding of engineering knowledge.

Another point for further research concerns the scope and depth of our alternative.
We have indicated how it accounts for epistemic aspects of one type of engineering prac-
tice: high-tech system design. There, we focused on features of one case—ITER—and
some other illustrative examples. Analysis of further details, other features and dif-
ferent cases of high-tech system design is likely to require development and modifi-
cation of our ingredients, or supplementing them with others. Finally, in focusing on
one type of engineering practice only, we mean to avoid the risk of overgeneralizing our
insights to all engineering knowledge. To paraphrase ourselves in closing: analyses of
non-epistemic values, epistemic activities, and rule-based knowledge are unlikely to re-
veal uniform differences between science and engineering. Likewise, shared features—if
any—may emerge only from in-depth analyses of the epistemic aspects of engineering
practices.
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NOTES

10.

11.

. See Kant and Kerr (2019) for a more detailed and historically informed review.
. Other advocates of subordination views may include the researchers of the Starnberger

Schule (Bohme et al. 1976). They argued that research in scientific fields may legitimately
be guided by external (e.g., commercial) goals once fundamental theories in these fields
are “closed,’ i.e., there are explanatory laws with sufficient predictive power that cover the
field’s subject matter. Association of this line of work with some of the more maligned
aspects of subordination views is even harder than it is for Bunge’s essay. See Radder (2009,
Section 4) and Houkes (2016) for further discussion.

. In a later essay, Bunge (1988) offers a substantially different view of the relation between

science and technology.

. Analyses of engineering knowledge that go beyond the contrastive and build on these

elements can be highly informative. A case in point is Hansson’s (2013) characterization,
which combines a typology—including both tacit and prescriptive knowledge—with an
account of transformations between knowledge types.

. See Niiniluoto (1993) for a defense of prescriptive knowledge claims as candidates for truth.
. For a more detailed presentation of the history and critical reception of the term, see

Channell 2017; Bensaude-Vincent and Loeve 2018.

. Other elements are alternatives to the linear model of innovation and constructivist

ontologies of scientific facts and technological objects.

. Neither manufacturing/operational rules nor functional knowledge are exclusive to en-

gineering. Biologists and cognitive scientists also deal in the latter; and developmental
explanations in the life sciences may have a form similar to (MR).

. Norstrom (2011) makes a powerful case for “know-how from rules of thumb”: rule-based

knowledge in engineering that is not based on idealized models.

Inductive-risk arguments were recently revived by Douglas (2000) and have a rich history,
going back at least to Rudner (1953) and Hempel’s (1960) defense of the value-free ideal of
science.

This ignores the opportunity costs of investing in fusion power rather than other sources
of renewable energy, such as photovoltaics. This shows that identification of the relevant
design space (fusion energy versus renewable energy) is contentious in itself.
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THE EPISTEMIC ROLE OF
TECHNICAL FUNCTIONS
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BETH PRESTON

1. INTRODUCTION

IN the philosophy of technology literature, technical functions of artifacts are routinely
distinguished from their social functions and from the biological functions of living
things. Roughly, technical functions are utilitarian functions of technology, usually cen-
tered on physical transformations, such as cutting up vegetables or transporting people
from one place to another. Social functions, in contrast, are functions of technology
centered on managing social relationships or status, such as serving as currency or
identifying someone as a police officer. It is common for technologies to have both kinds
of function simultaneously. For example, in feudal Japan samurai wore two swords, one
long and one short, in a combination called daishé. These swords identified them as
samurai while still serving as very eflicient weapons. Finally, biological functions are
usually understood as the evolved performances of the bodily parts of plants, animals,
and other living things, such as wings for flying or leaves for photosynthesizing. In using
these distinctions, then, we assume that technical functions are a kind or category of
function, ontologically distinct from other kinds such as social or biological functions.
This chapter asks about our classification of functions into kinds. How do we carry out
this classification? How should we carry it out? And if we carry it out the way we should
carry it out, what is the status of technical functions as a kind?

In Section Two, I review some cases that reveal a general problem for the classifica-
tion of functions—what I call the continuum problem. In Section Three, I argue that
this is a special case of a longstanding debate about classification and natural kinds in
philosophy of science, and I recommend looking to the current state of this debate for
a solution to the continuum problem in the case of function kinds. I then explain, in
Section Four, that this solution calls for us to consider classification as methodology—
that is, as an epistemological project, not a purely ontological one. I return to one of the
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original problem cases from Section Two to demonstrate how considering classification
as methodology can resolve the continuum problem. Finally, in Section Five I discuss
technical functions as a kind of function distinct from social functions and biological
functions. I argue that the methodological disadvantages of classifying functions into
these kinds outweigh the advantages.

2. THE CONTINUUM PROBLEM

In this section I outline two cases where classification of functions into kinds has been
questioned—in both cases because of an underlying difficulty I call the continuum
problem.

2.1 Preston on Proper Function and System Function

In my first foray into the function literature (Preston 1998), I proposed a pluralist theory
that distinguished two main kinds of function—proper function and system function.
Although my main interest was in a theory of function for artifacts, I based my argu-
ment for this classification on a parallel distinction in biology between adaptation and
exaptation, proposed by Stephen Jay Gould and Elizabeth Vrba (1982). On their view, an
adaptation is a biological feature that has been selected for its current role, and its op-
eration is its function. An exaptation, however, is a feature that does have an effect—a
current role—but has not been selected for it. It may have been selected for some other
role, or for no role, but has been pressed into service under current conditions. Once
pressed into service, the effect it has, may, of course, come under selection pressure,
thus eventuating in an adaptation down the road. For example, feathers originally were
selected for thermoregulation, and then exapted for gliding through the air, resulting
eventually in some kinds of feathers being selected for flight.

I adopted the term “proper function” from Ruth Millikan (1984), who intended
it to designate the selected performances of adaptations, and to cover not only the
performances of biological traits but of culturally selected artifacts as well. I added a
complementary term—“system function”—to designate the unselected performances of
exaptations, relying for theoretical backing on Robert Cummins’ (1975) analysis of func-
tion as current causal role in a system. He, too, intended his view to cover both biolog-
ical organisms and artifacts. For example, chairs have the proper function of supporting
seated humans—that is what they are designed and made for—but they often have the
system function of step stools—for instance, when you stand on a chair to reach items
on a high shelf. Note that in this particular case, the system function persists without
coming under selection. Chairs are still made exclusively for sitting on, not standing on.
I called this an “ongoing system function” to indicate that some system functions never
evolve into proper functions, although others do. On my pluralist theory, then, there are
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two kinds of functions. Proper functions are established by a history of selection and
reproduction for the performance that constitutes their function. System functions are
established by current capacity to perform a role in a given system, regardless of history
or selection pressure.

Daniel Dennett (1998) published a forceful rejoinder to my view, pointing out
what he regarded as a fatal flaw. He couched his criticism in terms of adaptations and
exaptations, but it translates readily to proper functions and system functions. Dennett
argues that this is a distinction without a difference. Every proper function must start
out as a system function, because the performance that will eventually constitute the
proper function must be available for selection to act upon. For example, if feathers are
eventually to have the proper function of flight, some of them must already have some
serendipitous aptness for aiding flight on which natural selection can act. But, Dennett
argues, this just means there is no bright-line distinction to be had between proper and
system functions. System functions are typically on their way to being proper functions,
so there is an unbroken continuum, not a joint in nature that would legitimate classifica-
tion into two kinds of function. We may call this the continuum problem.

But what about ongoing system functions, such as the common use of chairs as step
stools in which no new proper function ever emerges? Here again, Dennett argues, there
is a continuum, although of a somewhat different kind. Suppose we agree that the use
of anything for a purpose constitutes a system function. Then not only every artifact we
use for a purpose that is not its proper function, but also every naturally occurring ob-
ject we use for any purpose whatsoever automatically has that use as a system function.
But this means that eggs or antelope haunches, when eaten, have the system function of
providing nutrition for humans; the air, when breathed, has the system function of pro-
viding oxygen; and every stone stepped on is a system-functional stepping stone. Dennett
regards this as a reductio ad absurdum of my view. And indeed, it is a persistent criti-
cism of Cummins’ original view. Only the rather diaphanous requirement of a containing
system limits this implausible proliferation of system functions, which is grounded in the
continuum between artifactual and naturally occurring things of which we make use.

2.2 Sperber on Biological Function and Cultural
Function

One more quick example will help make the point about the ubiquitousness of the con-
tinuum problem for proposed function classification schemes. Dan Sperber (2007) has
argued that the distinction between artifacts and naturally occurring objects is not a
well-grounded classification because there is a continuum between nature and cul-
ture. The centerpiece of his argument is a discussion of biological and cultural proper
functions. He begins with the observation that biological artifacts—and here he means
domesticated plants and animals, primarily—have both types of functions. If there were
a joint in reality between nature and culture, you would expect these biological and
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cultural functions to be distinct, but they actually coincide. Specifically, Sperber argues,
domesticated organisms carry out their cultural functions in virtue of carrying out their
biological functions. For example, wheat carries out its cultural function as food by car-
rying out its biological function of reproducing through producing seeds. Moreover,
the reverse also holds—wheat carries out its biological function of reproducing by pro-
viding food for humans. Although we eat some of the seeds, we more than make up for
this by protecting and planting the rest. And natural selection is quick to take advantage
of this opportunity by modifying wheat seeds to make them even more attractive to us.
This coincidence of biological and cultural functions in domesticates, Sperber argues,
shows that far from being the locus of a legitimate classificatory divide between nature
and culture, the realm of domestication is the locus of their imperceptible merger. And
this means the imperceptible merger of biological and cultural functions as well. So if by
“technical function” we mean a kind of function arising in human culture as opposed to
in biology, we have no way to draw the line between these two kinds of function because
of the demonstrable continuum between culture and biology.

3. THE CLASSIFICATION PROBLEM

Arguments based on the continuum problem are grounded in the assumption that dis-
tinguishing kinds is a thoroughly ontological operation. What we are trying to do, as
it is often said, is to carve the world at its joints. On this assumption, a continuum is a
problem because it demonstrates that there is no joint on which to focus our carving
efforts. A continuum of cases is thus incompatible with the existence of legitimate kinds.
We can, of course, carve the continuum up any way we like, but this will at best be a prag-
matic or epistemic operation, not a properly ontological one.

However, this seemingly innocuous assumption is not warranted. It ignores
developments in the understanding of natural kinds, especially prominent in philos-
ophy of biology over the last few decades. A natural kind, as traditionally understood,
was a group of things that belong together independently of any human interest or pur-
pose in grouping them that way. Kinds were understood as defined by a fixed and im-
mutable essence, shared by all the members of the kind, that distinguished them from
members of other kinds. Biological species were traditionally taken to be a paradigm
case of natural kinds, so understood. There are a number of reasons to doubt this essen-
tialist view of species (Ereshefsky 2016), but one of the main reasons is grounded in the
continuum problem (Hull 1965). On the essentialist view, there can be no continuum of
cases between species. But if—as Darwin argued and most of us now believe—new spe-
cies evolve by incremental variation out of existing species, then there is a continuum of
cases between species. So either species are not natural kinds, as traditionally assumed;
or they are natural kinds, but we must understand biological natural kinds in a non-
essentialist way that accommodates continua.
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Both options have proponents. Michael Ghiselin (1974), for example, argues that
species are not natural kinds with individuals as members, but rather individuals with
organisms as parts. But the second option has proven to be the more popular one, with a
number of different views on offer. Paul Griffiths (1999), for example, proposes a kind of
relational essentialism, which takes relations between organisms and other organisms
rather than intrinsic properties to define natural kinds. Alternatively, Richard Boyd
(1999) proposes that natural kinds are defined by homeostatic property clusters—
relatively stable groupings of properties held together by homeostatic mechanisms of
various sorts. In the case of species, for example, a common natural selection regime
would be one of the homeostatic mechanisms holding the properties of a species to-
gether over time.

This discussion in philosophy of biology has spilled over into a general discussion
about natural kinds in science. This is because kinds in many other areas of science also
suffer from the continuum problem and other difficulties that make traditional essen-
tialism about natural kinds untenable. Muhammad Khalidi (2013, chapter 5) details cases
in the chemical, biological, physiological, and social sciences where widely accepted
kinds are “fuzzy;” or have graded membership, for instance. In response, he advocates
an account of natural kinds that incorporates the influence of human interests and epi-
stemic concerns, while still insisting that these interests and concerns are constrained by
teatures of the world identifiable by science. Khalidi’s account joins a growing list of non-
essentialist accounts of natural kinds, according to which kinds are real, but their reality
does not require that they be defined in total isolation from human beings, their activi-
ties, interests, epistemic projects, pragmatic concerns, and so on. As John Dupré puts it:

My thesis is that there are countless legitimate, objectively grounded ways of clas-
sifying objects in the world. And these may often cross-classify one another in in-
definitely complex ways. Thus while I do not deny that there are, in a sense, natural
kinds, I wish to fit them into a metaphysics of radical ontological pluralism, what I
have referred to as ‘promiscuous realism’

(Dupré 1993, see also 1981)

This development in philosophy of science has led to an epistemological turn in the
understanding of natural kinds. As Thomas Reydon (2014, 133) explains, we can under-
stand natural kinds as epistemically successful categories, anchored in features of the
world but dependent for their specifics on the epistemic context of science and what
scientific investigation requires in terms of classification. Reydon goes on to apply this
point to artifact kinds. Although there is not a science of artifacts per se, he looks to
future developments in philosophy of technology and recommends that they draw on
frameworks such as that provided by Boyd’s homeostatic property cluster (HPC) to de-
lineate artifact kinds. This approach, and the epistemological turn on which it is based,
are particularly suited to debates about artifact kinds which—in contrast to biological
kinds, for instance—have traditionally been understood as subject to human interests
and projects.
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In a similar vein, this same turn has been characterized by Catherine Kendig, John
Dupré, and others as a turn to practice (Kendig 2016). Their point is that the turn is
even more methodological than epistemological. It is not just about how scientists know
the world, but how their activities shape it by classifying the subject matters of their
investigations. We would do better to think in terms of activities of kinding or classi-
fying, rather than in terms of carving nature at its joints. Kinds are not just discovered,
they are made. And we have very little understanding currently of how that is done. So
we can profitably focus on methodological questions about scientific activities rather
than on strictly metaphysical questions about the world’s contribution to the effort.
Which is not to deny the world’s contribution—just to place it in an appropriate per-
spective in light of the recent developments in philosophy of science with regard to the
sticky issue of natural kinds.

I'think the best way to characterize this turn is as a methodological turn. Methodology
incorporates the practice concern because a methodology typically specifies the
methods, principles, and processes to be deployed in a specific investigation or disci-
pline. Similarly, methodology incorporates the epistemological concern, because the
methods specified are supposed to be appropriate to the epistemological situation and
aims of the investigation or discipline. I will therefore refer to the turn as the methodo-
logical turn in what follows.

4. THE METHODOLOGICAL TURN AND
FuncTioN KINDS

The methodological turn does resolve one issue with regard to the continuum problem
and arguments based on it. The focus on methodology embodies the assumption that
traditional essentialist accounts of natural kinds must give way to non-essentialist ac-
counts. In general, non-essentialist accounts hold that natural kinds—and a fortiori,
non-natural kinds—are picked out in part in terms of human interests and activities, not
solely in terms of objectively identifiable features of the world. The first thing to notice
about this view is that it renders arguments against specific classification schemes based
on the continuum problem unsound. Such arguments assume that identifying a con-
tinuum between categories ipso facto shows that the categories are illegitimate. Daniel
Dennett, for instance, sought to invalidate my distinction between system functions
and proper functions simply by pointing out the continuum between them. But we can
now see that Dennett’s argument—and all similar arguments—are over-hasty in their
conclusions. Continua do indicate that the world does not by itself determine where
classificatory lines must be drawn. But continua are not featureless; and the features they
exhibit show us where lines can be drawn, which allows us to ground perfectly legitimate
classification schemes. Biologists and philosophers of biology still have many legitimate
uses for species, after all, in spite of the evolutionary continua that connect them.
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More importantly for our purposes, the methodological turn prompts us to articu-
late the complementary epistemological or practical concerns that motivate drawing the
lines where we want to draw them. Non-essentialist classification is not an everything-
is-permitted enterprise. On the one side it must be grounded in features of the world,
but on the other side—the human side—it must be grounded in productive, legitimate
epistemic practices and viable knowledge projects. So for any classification scheme we
propose, we should be able to say not only what features of the world it rests on, but
how and why classifications grounded in those features help us move forward with the
investigations we have in hand. We should always be able to answer questions such as:
Why do we need this classification scheme? How does it help us advance our knowledge?
What new or significant questions does it allow us to formulate? What approaches to an-
swering them does it render more visible, or more possible?

To illustrate what I mean, I will give a brief analysis of my distinction between proper
and system functions along these lines. First, let’s look at the features of the world that
underwrite the distinction. As explained above, proper functions are established by a
history of natural or cultural selection that ensures reproduction for the performance
constituting the function. In contrast, system functions are established by a current
causal role in a natural or cultural system. So an identifiable history of reproduction or
an identifiable causal role in a system are the requisite features of the world. But what do
we need this classificatory distinction for? What does it do for us, epistemically?

First, it helps us analyze how functions are established and changed (Preston 1998,
2000, 2013). This is especially important for artifact function, where the creation of new
functions and change of function is much more common and more rapid than it is in the
biological realm. Consider new functions first. As Dennett rightly pointed out, every
proper function begins with a system function—that is, with a performance that is not
yet a proper functional performance because it has not yet acquired the history of se-
lection and reproduction that defines proper functions. For example, the first working
prototype of an adding machine performed additions, but doing so was not its proper
function. Nevertheless, we want some way of talking about this working prototype as
functional—indeed, as performing the same function as its later, proper functional
descendants. The concept of system function gives us a way of doing this. Now consider
change of function. Sometimes an original proper function is lost as another one is ac-
quired. This is arguably the case where things take on a ritual or ceremonial function—
trophy cups, for instance. More commonly, the new proper function is layered over the
original one—for example, some diamond rings are made specifically as engagement
rings, with the additional proper function of indicating the prospective marital status of
the wearer. In such cases, the new or additional performances are not proper functions
until the thing starts being reproduced for them, so we need a concept like system func-
tion for the same reason we need it in the case of a novel proper function. Perhaps the
most significant changes are where the new use does not become a new proper function,
but simply persists as a common off-label use, so to speak. We have already mentioned
the frequent use of chairs as step stools. And there are also many cases where the new use
is a one-off occurrence or idiosyncratic. Children may use chairs to build a playhouse,
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an indigent graduate student may use one as a table, inventive home decorators may
use one as a plant stand, and so on. These are all cases where we want to talk about func-
tion, because the behavior and the effect is the same. You may succeed just as easily in
retrieving your little-used punchbowl from the top shelf of your cabinet by standing on a
chair as by standing on a step stool. But without the concept of system function this par-
allel is glossed over. Finally, we not infrequently use naturally occurring objects to serve
our purposes—laying a path with fieldstones rather than paving bricks, for instance.
Here again, without a concept like system function in our repertoire, the parallels in the
behavior and the effects are not easy to see, let alone articulate.

Second, the distinction between proper function and system function helps us ana-
lyze the relationship between individual and society (Preston 2000, 2013). On the one
hand, individuals are constrained by their society in a myriad of ways, many of them ex-
tremely subtle, as Michel Foucault, for instance, has been forceful in pointing out. On the
other hand, as Foucault (1982) also notes, the exercise of power in society presupposes
free subjects, who can resist the exercise of power. Foucault consequently prefers to
speak of power governing subjects—steering them, that is, rather than determining
their behavior. And the subject’s ability to resist is at bottom the ability to govern the
actions of others in turn. This description of the relationship between individual and so-
ciety is very abstract. So even if basically correct, it really does not tell us much about the
way this governance relationship is managed by either individuals or societies. One way
of investigating this is to start by noticing that human activity is pervasively mediated by
material culture. Thus power relations pervade our use of artifacts, because the relation-
ship between the individual and the social order is articulated already in this material
dimension. The distinction between system function and proper function is an impor-
tant analytical tool for understanding this articulation and analyzing the embedded
power relations. Moreover, it supports Foucault’s conception of power as involving the
permanent possibility of resistance on the part of the individuals governed by it.

The proper functions of artifacts are normative in the sense that they specify what the
artifact is supposed to do, in a non-moral sense of “supposed to.” But this means they
are also normative in the sense that they specify what users are supposed to do with the
artifacts. Tableknives are for cutting up food on your plate while you are eating. This is
what you are supposed to do with them. Of course, you can do all sorts of other things
with them, such as use them to remove screws, pry open cocoa tins, apply paint to a
canvas, and so on. These are system functions, in my classification scheme, and they are
not normative in either of the senses that proper functions are.

So one way in which systems of social order are imposed and enforced is through
general insistence on using artifacts for their proper functions. This ensures norms of
behavior that span cultures and persist across generations. As Foucault might put it,
the proper functions of artifacts mediate the government of the actions of individuals,
and therefore mediate the establishment and maintenance of the power relations in
society. But this does not prevent individuals from resisting that exercise of power by
using artifacts in system functional ways. Indeed, inventive uses of artifacts are widely
admired and regarded as exhibiting the creativity of the user. Most system functions
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are relatively innocuous as resistance to power goes, of course, but we only have to re-
member the weaponizing of airplanes and motor vehicles by terrorists or the wearing
of men’s clothes by women to understand that system functions are sometimes far from
innocuous. In short, because proper function is a normative, collectivity-centered
concept, it is linked to the established social order; whereas system function is a non-
normative, agent-centered concept, linked to the independence of the individual. Thus
the distinction between proper function and system function is an indispensable tool
for investigating the relationship between society and individual and analyzing the
exercises of power that pervade it.

5. TECHNICAL FUNCTIONS AS
A FuncTIiON KIND

With all this in mind, let us return to the question of technical functions as a function
kind. They are commonly distinguished from biological functions on the one side, and
from social functions on the other. We will look at these pairwise classifications in turn.
As a textual basis for our discussion, we will rely on the introduction to Vermaas, et al’s
(2011) recent book, A philosophy of technology: From technical artefacts to sociotechnical
systems. They do a very good job of describing the most common reasons in favor of this
classification of functions. They couch their account in terms of a classification of objects
into technical, social and biological kinds, but this classification of objects generates a
parallel classification of functions. The differences they outline between these kinds of
function can stand alone as a separate classification of functions.

5.1 Technical Functions and Biological Functions

According to Vermaas et al., the major difference between natural (biological and me-
chanical) functions, on the one hand, and artifact (technical and social) functions, on
the other hand, is that natural functions arise out of the operation of the causal laws of
nature, and so are endemic to biological organisms and natural physical mechanisms.
Technical and social functions, however, are imposed on artifacts by us. Vermaas et
al. regard this as an updated version of Aristotle’s view that everything in nature has
its principle of motion and change within it, and a purpose it seeks to realize thereby.
This is definitive of what Aristotle calls substances—real individual things. Artifacts,
on Aristotle’s view, are not substances because they have their principle of motion and
change in us, not in themselves. Not only does their physical structure depend on our
activity, so does their function. For example, in order to have an artifact with the func-
tion of toasting bread I not only have to form materials into the standard shape of a
toaster, I also have to design it with the purpose of using it to toast bread.
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Vermaas et al. go on to list some other differences between natural and artifact
functions. Artifact functions lend themselves to normative claims, whereas natural
functions do not. This is less true of biology than physics, of course. It would be odd to
talk about a rock as being a good rock or a bad one; but we might well say that a human
or a cat has good teeth or bad teeth. They also point out that we talk about both the parts
of an artifact and the artifact as a whole as having functions, but in the case of biological
organisms we only talk about the functions of its organs or behavioral traits, not about
the organism as a whole as having any function. A tiger’s teeth have a function, but the
tiger itself does not. And they add that biological organisms do not have use plans for
their functional parts the way human makers have use plans for artifacts. An albatross
does not have a plan for using its wings the way Icarus had a plan for using his.

Now, you might well have objections to any of these ways of differentiating natural
from artifact functions. For instance, it does make sense from an ecological point of
view to talk about whole organisms as having functions. Tigers are apex predators, and
that is a functional designation with regard to the ecosystem, for instance. But that is not
what we need to focus on here. Rather, we should first note that there are indeed features
of the world we can conscript to underwrite a dividing line between biological and ar-
tifact functions. This is exactly what Dupré’s promiscuous realism predicts—there are
lots of potential dividing lines in nature, and the chances are very good we will be able to
draw an ontologically plausible line where we need it for epistemic purposes. Second, we
should note that no matter where we draw our lines, we will typically find them bridged
by a continuum of cases. Vermaas et al. acknowledge as much in the case of the line they
wish to draw between natural and artifact functions. After listing a number of equivocal
examples—functions associated with genetically engineered organisms, natural objects
used for the same purposes as artifacts, etc.—they say:

The dividing line between the natural and artificial worlds is a sliding scale; there is
no clear-cut division between the two. Yet, that does not mean that there is no clear
difference between paradigmatic examples of natural objects and technical artefacts.
As we have seen, those differences do exist and, to sum up, those differences relate
especially to the status of having a function and a use plan, and to the accompanying
possibility of making normative assertions. (Vermaas et al. 2011, 11)

But focusing on the clear cases amounts to a choice in favor of those cases as paradig-
matic and against the equivocal cases as insignificant. The world offers us a plethora of
features we can use to construct our ontologies, but does not constrain us to a uniquely cor-
rect one, either in the short run or in the limit of inquiry. So in the end, we must acknowl-
edge our own contribution to ontology, and ask for the rest of the story—the epistemic
part of it, in other words. Why do we need this classification scheme? How does it help us
advance our knowledge? What new or significant questions does it allow us to formulate?
What approaches to answering them does it render more visible, or more possible?

Vermaas et al. offer us no explicit help with this, but the fact that they are en-
gaged in philosophy of technology provides some clues. Maintaining a distinction
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between artifacts and natural objects—and therefore between artifact (technical/so-
cial) functions and natural (biological/mechanical) functions—may be epistemically
important to delimiting the field of investigation for this area of research. Notice that
the distinction between system and proper functions has no usefulness in this regard,
because it is domain neutral. Functional objects in any domain may have system and/or
proper functions. But the classification system for functions that Vermaas et al. advance
is domain specific. It delimits domains of objects—and therefore epistemically rele-
vant domains of research—in part by classifying functions into kinds. This is a general
epistemic operation of domain specific function classification schemes. In addition,
Vermaas et al. might also claim that their classification scheme provides the epistemo-
logical foundations for certain aspects of action theory—those concerned with the ac-
tivities of design and production. Indeed, the philosophy of technology advanced by
Vermaas et al. revolves around the concept of engineering, which they take to be central
to understanding technical functions and the use plans that accompany them. The spe-
cial characteristics of artifact functions may help articulate the special characteristics of
engineering as a human pattern of activity.

But the connection with philosophy of technology and engineering also raises
some troubling questions about the epistemic disadvantages of this function classi-
fication scheme. Dan Sperber ends his previously mentioned piece with a specifically
epistemological worry.

Here I have tried to cast doubt on the idea that a theoretically useful notion of artifact
can be built around its usual prototypes: bracelets, jars, hammers, and other inert
objects, or that it can be defined in a more systematic way . ... There is no good reason
why a naturalistic social science should treat separately, or even give pride of place
to, cultural productions that are both more clearly intended for a purpose and more
thoroughly designed by humans, that is, to prototypical artifacts.

(Sperber 2007, 137)

Sperber’s main argument for this conclusion is based on the continuum problem, es-
pecially as it concerns what he calls biological artifacts, such as domesticated plants and
animals. As we have noted, this is not sufficient, because all classification schemes face
such continua. But Sperber does supply an interesting epistemological consideration as
well. He suggests that in focusing on paradigmatic artifacts as the basis for our theories,
we are allowing ourselves to be deceived by “a doubly obsolete industrial-age revival of
a Paleolithic categorization” (136). He explains, first, that in the Paleolithic, before there
were any domesticates other than dogs, the vast majority of the technologies people
used in their daily lives were the allegedly paradigmatic type of artifacts—stone tools,
baskets, beads, and so on. So we may well have evolved a psychological disposition to
classify things in accordance with the salience of such artifacts—a disposition we now
have trouble shaking, even though the Neolithic transition to agriculture 12,000 years
ago made biological artifacts (as Sperber calls domesticates) proportionally the most
common type of artifact in our experience until the Industrial transition of only a couple
of centuries ago. Second, Sperber argues, information technology and biotechnology
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are increasingly contributing to our environment artifacts that would have astonished
Aristotle in their ability to act and “think” on their own, beyond any design or intention
their creators may have. They more nearly resemble domesticates in this regard than
the “inert” paradigmatic artifacts Sperber describes. And they, too, were unimaginable
to our Paleolithic ancestors, whose lagging psychology and classification schemes we
have inherited, and which are now distorting our epistemic perspective on the world.
The well-being of our science and philosophy may therefore depend on our resisting the
urge to draw classificatory lines in the time-honored place where nature merges with
culture, and to discount this liminal zone as of little interest to our inquiries.

We may add to Sperber’s general epistemic uneasiness about the social sciences a
more specific worry about the state of the art in philosophy of technology. The biological
artifacts he identifies are a technology—agricultural technology, to be precise. And ag-
riculture is our subsistence technology. From it we derive not only the preponderance of
the world’s food, but also materials such as fiber, wood, and increasingly, fuel. Moreover,
agriculture is not a technology we can get along without—at least not at present popula-
tion levels. Add to this the worries—voiced early on by Rousseau (1997) in his Discourse
on the Origin of Inequality and echoed by anthropologists, if not philosophers, since—
about the role of agriculture in the rise of hierarchically organized societies that dis-
advantage many of their members in order to disproportionately advantage a small
elite. Yet with the exception of a few people like Paul Thompson (2010, 2017) and Gary
Comstock (2000), agriculture is a neglected subject in philosophy of technology. And
even they tend to focus on recent developments in agricultural technology, such as fac-
tory farming and genetic engineering, rather than looking at the whole sweep of agri-
cultural history and the diversity of forms agriculture has assumed. From this point of
view it is difficult to avoid the conclusion that the epistemic choice Vermaas et al. and so
many others make to focus on “clear” examples of technology like bridges and hammers
risks serious epistemic distortion with regard to our technological situation.

5.2 Technical Functions and Social Functions

So far we have been considering a distinction between technical and social functions
on one side—the artifact side—and biological functions on the nature side. Now we
need to consider the internal distinction on the artifact side between technical and so-
cial functions. Both of these kinds of functions depend on us, but in different ways. As
Vermaas et al. put it:

Technical artifacts fulfill their function by virtue of their physical properties whilst
social objects depend for their function upon their social/collective acceptation.
(Vermaasetal., 12)

For example, they say, an airplane fulfills its function of transporting people and cargo
in virtue of its physical structure and the materials of which it is made. What anyone
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thinks of that function is irrelevant to whether the plane is able to fulfill it. Money, how-
ever, can fulfill its function of serving as legal tender in transactions between buyers and
sellers only if it is generally accepted that it has that function. Here, the materials and
physical structure of the money are not relevant, which is why legal tender can take so
many different forms. So the function of the airplane depends on us only in the sense
that we build airplanes. In the case of money, we not only print bank notes, but we sus-
tain their function by continuing to accept that they are legal tender for purchases.

As with the distinction between artifact and natural functions, Vermaas et al. ac-
knowledge that there is a continuum problem. But it has a slightly different cast in this
case. They use the example of traffic lights to explain that although there is a necessary
physical structure underwriting their functioning, it is also necessary that there be duly
enacted and promulgated traffic laws adhered to by the citizenry for the traffic lights to
actually function as intended—that is, as regulators of traffic. So in this case the con-
tinuum is actually internal to the artifact, which Vermaas et al. call a sociotechnical
system. Although they do not mention it, the further problem is that all artifacts are
sociotechnical systems in this sense. Take the airplane—it functions as transport not
just because it has a certain physical structure, but because people accept it as a type of
transport, and sign up as passengers or crew members. But in any case, Vermaas et al.
argue, the distinction between technical and social functions still holds, because it is
possible to pick out the social and technical aspects of an artifact, and analyze them sep-
arately. And they are certainly right that there are distinguishable features of the world
that allow you to do this. If you focus on the features of the world that concern the phys-
ical structure of an artifact, you can reasonably claim to be analyzing its technical func-
tion; whereas if you focus on the features of the world that concern the psychology and
practices of its users, you can claim to be analyzing its social function.

However, there are other possible classification schemes for artifact functions that
focus on alternative features of the world. Michael Schiffer (1992, 9-12), for example,
distinguishes technofunctions, sociofunctions and ideofunctions. The technofunction
is the utilitarian function—a chair, for instance, has the technofunction of supporting
seated humans. The sociofunction manifests social facts—an expensive chair by a well-
known designer manifests the socio-economic status of the owner, for instance. And
the ideofunction involves the symbolizing of abstract values or beliefs—a throne, for
instance, is a special kind of chair that symbolizes ruling authority. There is obviously
some overlap between Schiffer’s classification scheme and that of Vermaas et al., but
they do not completely align. This shows that pointing to features of the world to legiti-
mate a classification scheme is not sufficient. So we must ask: what are the methodolog-
ical implications of any given scheme?

Vermaas et al. might well claim that their classification scheme channels our attention
to the important task of sorting out the differential contributions of physical structure
and human intention in the production and use of artifacts. It is reasonable to suspect,
in fact, that this is a lot more complicated than they let on, since the term “collective ac-
ceptance” covers a multitude of complications. For example, acceptance may depend
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on the material make-up of the artifact. Think of the consternation among the popu-
lace when countries began using paper money rather than gold or silver coins that had
some intrinsic value, for instance. And consider that even sheer refusal by a majority
of the populace to countenance the change would likely not have been successful, be-
cause some members of the collective were in positions of authority over others as far
as deciding what the material realization of the currency would be. Arguably, then, the
distinction between social and technical functions has the methodological advantage of
focusing our attention on the interaction of physical structure and human intention in
the establishment and management of artifact functions.

However, here too there are reasons to worry that the methodological disadvantages
of this distinction outweigh its benefits. Vermaas et al. claim that a specific kind of
physical structure is a necessary condition of a technical function, whereas a partic-
ular physical structure is not necessary to social functions. Rather, they are a matter of
human beliefs and intentions, constituting a collective acceptance as to the function.
Here we are in uncomfortably Cartesian territory. The causal laws of nature are rele-
vant to technical functions, but not to social functions, apparently. Later on, Vermaas
et al. do concede that technical functions have a dual nature, since a use plan is also a
necessary condition. Although they do not say so, it is reasonable to think that social
functions, too, have a dual nature, because a physical realization is necessary. But this
only raises the question of why we are classifying these as different kinds of functions, if
in both cases a physical structure and various mental elements—use plans, intentions,
decisions, beliefs, or whatever—are necessary conditions. The answer seems to be
that in the one case the physical structure is the dominating element, whereas in the
other case the mental factors dominate. But this does little more than take the edge off
the Cartesian flavor of the distinction. There is still a subterranean insistence that the
mental and the physical are somehow very different—like oil and water, they just do not
mix even when they are both present in the same object.

The problem here is not that there is no difference between materials and structures,
on the one hand, and human decisions, intentions, and the like, on the other hand.
There are also lots of differences between various materials, and various ways in which
humans intend things. The problem is that classifying functions into technical and so-
cial functions ontologizes the relevant differences and so gives them epistemically dis-
torted weight in the formulation of questions for investigation and in our resulting
analyses. The worry is that these distortions threaten to undo all the work done over the
last century or so on both sides of the Atlantic by people like Maurice Merleau-Ponty
and Gilbert Ryle to turn our thinking and intellectual practices in more fruitful, non-
Cartesian directions.

A second, and related, methodological worry again concerns issues in the philos-
ophy of technology—specifically, the idea that technologies are morally and politically
neutral in and of themselves, and that it is how they are used that brings values into
the picture. The standard illustration of this view is the well-known slogan of the gun
rights movement in the United Sates—guns don’t kill people, people kill people. Like
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most other contemporary philosophers of technology, Vermaas et al. are emphatically
not in favor of this neutrality thesis, and argue against it on a number of grounds (2011,
16 ft.). But arguably, their prior classification of artifact functions into technical and so-
cial predisposes in favor of it. Ontologizing the difference between the utilitarian and
the social contributions to the function of an artifact suggests that artifacts can in fact be
neutral; that we can ask only what they do and how they work, and that we can separate
this from any inquiry into whether what they do when they work the way they are sup-
posed to work is good or bad. Here again, the domain-specific classification of functions
suggested by Vermaas et al. threatens to counteract the efforts of everyone from Karl
Marx to Michel Foucault to Bruno Latour to turn our thinking and intellectual practices
in the direction of a more sophisticated understanding of the role of material culture in
human existence.

6. CONCLUSION

I have argued for two main claims in this paper. First, I have argued that the aim of clas-
sification schemes is not only to highlight recognizable features of the world, but also
to serve methodological purposes. This must be the case, because the world offers us
a plethora of features, and so a number of legitimate, but different and possibly cross-
cutting, ways to classify things into kinds. Second, I have argued that when this under-
standing of classification is taken into account, there are methodological reasons to
worry about the standard classification of functions into biological, technical, and social
functions. There may indeed be methodological reasons in favor of this classification.
But we must explicitly weigh them against countervailing reasons when proposing a
classification scheme for functions.
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CHAPTER 9
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REVISITING SMARTNESS
IN THE SMART CITY
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SAGE CAMMERS-GOODWIN

1. INTRODUCTION

THis chapter critically examines the intelligence of smart city government, which often
ignores experiential and practical knowledge of citizens. Smart cities are a globally at-
tractive phenomenon. They represent the future, where the normal city is improved with
the assistance of ICT (Information Communication Technology) and IoT (Internet of
Things) solutions (European Commission n.d.). Across continents, cities are investing
in “smartness” with the hope for far-reaching positive effects across value domains such
as sustainability, safety, and efficiency. Section 2 of this chapter introduces the smart city
movement.

Unfortunately, the typically envisioned smart city might not be smart for everyone.
There is a risk that by simply working to digitalize pre-existing systems, longstanding
inequities may never be examined, interrogated, or solved. What is considered “smart”
by governments and corporations to fix might bypass the needs and wants of citizens
long neglected by both institutions.! Section 3 explores how city decision-making may
not lead to smart outcomes for all residents.

Section 4 looks backward to examine whose knowledge is historically valued. The
disenfranchised, such as women and people of color have continuously been excluded
from the affiliation of smartness (Cave 2020). This should be concerning when we look
forward to what problems the smart city will deem smart to fix and how the smart city
will source its knowledge. For what has been framed as a “problem” requiring a “solu-
tion” in modern history is not reassuring: within the past two centuries, government-
backed racist, sexist, classist and ableist ideology has barred individuals from voting,
practicing their own religion, speaking their own language, holding positions of power,
and, in the most extreme cases, from the right to reproduce or to live.
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Furthermore, technology does not guarantee the wisest, fairest, or most efficient
solutions to the real problems cities face. Section 5 describes the shortcomings in
relying on IoT and ICT generated intelligence. Machine learning algorithms are built
by naturally biased individuals and often trained using data shaped by an unjust world.
Moreover, dependence on technology does not necessarily make a city more resilient.
To the contrary, a technology-dependent city is one susceptible to hacking, power
outages, and software bugs. Technology may be a solution in some instances, but tech-
nology does not guarantee smartness.

Section 6 concludes this chapter with a recommendation. In order to build cities that
are smart for all, it is essential to break down the biases present in traditional cities. This
is an epistemic challenge because the status quo has become so normalized that it may
be difficult to see how infrastructure that is harmless to some may be hostile to others.

2. THE “SMART CiTY” MOVEMENT

The European Union defines the smart city as “a place where traditional networks
and services are made more efficient with the use of digital and telecommunication
technologies for the benefit of its inhabitants and business” (European Commission
n.d.). Such environments are expected to improve transportation, increase sustaina-
bility, accelerate city government responsiveness, advance safety, and fulfill the needs
of elderly citizens (European Commission n.d.). The smart city is the opposite of an un-
intelligent city. It not only recognizes failures and lags, but also quickly addresses them.
Values such as safety, sustainability, and efficiency dictate what knowledge domains are
important, and data from these spheres drive decision making.

Other, sometimes conflicting, definitions of smart cities also exist (Galdon-Clavell
2013). Some focus more on mutual creation by varied stakeholders such as citizens and
government than just information communication technology (ICT), which may allow
smaller, less wealthy cities to be included in the fold. After reviewing multiple definitions
of the smart city, an EU-funded smart city report came to the conclusion that a “Smart
City is a city seeking to address public issues via ICT-based solutions on the basis of
a multi-stakeholder, municipally based partnership” (Manville et al. 2014). Their defi-
nition includes six characteristics: smart governance, smart economy, smart mobility,
smart environment, smart people, and smart living. Each characteristic is informed or
improved by ICT, with the exception of “smart people” who are those capable of working
with and creating ICT solutions.

These threads can be seen in multiple smart city initiatives. Spurred by the demands
of hosting the 2016 summer Olympic games and global concerns of safety, Brazil
invested in COR, the Rio Operations Center. COR monitors Rio de Janeiro, Brazil out
of a “Decisions Center” 24 hours a day 7 days a week with the assistance of 1000 video
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cameras and 500 professionals that take turns in three daily shifts (Schreiner 2016, 9-
10). COR allows for monitoring of city assets such as “administrative buildings, schools,
hospitals, cars, bus fleets, radios, and agents in the service of the municipality” in real
time (Schreiner 2016, 10). The system connects with citizens by warning in case of land-
slide, keeping track of demographic data, and connecting directly with populations
with “heavy use of social media and apps such as Waze, Moovit, Alerta Rio, and others”
(Schreiner 2016, 10).

Meanwhile, New York City was named the Best Smart City of the year at the Smart City
Expo World Congress 2016 in Spain (New York City Hall Press Office 2016). The award
stemmed from their effort to expand internet access, a $3 million investment in gunshot
detection sensors, an $18.6 million investment in a pilot for connecting vehicles through
the internet of things, an accelerator for entrepreneurs featuring 100,000 square feet
(approximately 9300 square meters) of affordable space, and a set of guidelines for the
deployment of smart city initiatives (New York City Hall Press Office 2016). As of 2020,
the main equity clause for the NYC smart city is captured under guideline 2.8: “All data
sets [ ...] should be checked for geographic, social or system-driven bias [ ... ] and other
quality problems. Any biasing factors should be recorded and provided with the data
set and corrected where possible” (NYC Mayor’s Office of the Chief Technology Officer
n.d.). Such unbiasing is especially necessary since New York has an Open Data platform
where anyone can access and analyze data from the city (NYC Open Data 2019).

Smart cities are an international phenomenon, each blooming in unique socio-
political landscapes, but seemingly competing to converge upon the best solution.
Smart cities can usually be divided into initiatives and outcomes. Some smart cities have
yet to be built and are marketed as solutions to raise the bar for the country as a whole.
Others naturally took on the title and role after decades of being tech friendly, global and
wealthy. These groups are not mutually exclusive. Outcome cities can also plan seem-
ingly grandiose initiatives that may or may not become actualized. Moreover, many
smart cities are not one concrete plan but a mix of advancements that justify the label of
“smart.” Current initiatives include India’s 2015 promise for 5 years of smart city invest-
ment, which approved 5,151 projects (Khare 2019). African countries such as Rwanda,
Kenya, South Africa, and Nigeria are also investing in smart visions (Giles 2018). China
hosts a mix of investment-leaning and outcome-leaning cities. The country is hoping
to build more cities to solve poverty by luring people out of rural areas (Manville et al.
2014, 18). Japan and Korea are also both investing and basking in smartness. Top out-
come and ongoing investment smart cities in Europe include Amsterdam, Helsinki,
Barcelona, Hamburg, and Oulu (Manville et al. 2014, 68). The United States includes
project outcomes such as electronic public transportations in several smaller cities and
bigger tech company friendly cities such as San Francisco and New York. This is a non-
exhaustive list. What these cities do have in common, however, is a sense that increased
data collection and integration ICT will lead to general city improvements. Who exactly
these improvements are for, however, is not always clear.
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3. “SMART” FOR WHO?

New smart city initiatives seem to grant opportunities to address urban problems with
increased technology, yet the majority of smart cities that have already begun to reach
the outcome stage had a head start, at least in terms of technology adoption.? In these
cities average citizens already benefitted from ICT such as internet and smart phones.
Conversely, cities planning to become smart cities where citizens lack access to ICT
technology are skipping a step. An element of privilege thus predetermines which cities
can be labeled as smart as well as the individuals to whom the smart city caters. Investing
in IoT solutions and hosting central data is expensive, and without embedded ICT in-
frastructure a city is unlikely to fit the current conception of smart even if it meets most
of the value requirements. One could imagine a safe, sustainable, and resilient village
having a very high quality of life, yet, due to a lack of modern IoT solutions, failing to
reach today’s standards of “smartness.”

It should come as little surprise, then, that the term smart city was marketed by IBM
to describe an ideal metropolis connected through ICT (Rosatia and Contia 2016, 969).
While corporations used the term “smart” to encourage adoption of their technology,
governments found a way to adopt corporate technology to address problems they deem
“smart” to fix, such as those listed by the European Commission. The goals of the smart
city are unapologetically utopian to the extent that initiatives stemming from smart city
planning often overlook those who may not fit into the utopian ideal. The tech-phobic,
the racially profiled, the pedestrian who cannot afford a smart phone, the citizens with
disabilities are at best seen as “edge cases” in a system that otherwise “works”

By automating the city to further benefit the average citizen (or in some locales, the
most valued citizens), outliers may be left out of the smart city narrative. Improving the
traditional infrastructure of the city is not enough to make the city ubiquitously smarter,
because the original foundation may have already failed to provide necessary services
to all groups. Examples of government-led initiatives to improve cities making living
conditions worse for subsections of the population have been abundant even before the
introduction of IoT infrastructure.

For example, Los Angeles is infamous for redlining, a practice dating back to the
1930’s when the US federal government mapped racialized neighborhoods and ranked
them for investment risk, enabling white home buyers to access favorable mortgages in
white-only neighborhoods and restricting the options of people of color to renting or
predatory loans. Redlining also made it inevitable that LAs growing Black and Latino
populations would be subjected to live in areas made hazardous by the oil extraction that
made LA rich in the first place (Cumming 2018). An often cited example in the politics
of artifacts is the New York parkway bridges made too low for intercity busses to clear,
therefore making a bus route from New York City neighborhoods to the Long Island
beaches impossible (Winner 1980; see also Joerges 1999). Whether through intention or
ignorance, the height of the bridges made the public beach largely inaccessible to many
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low income urban families. Further examples of purposeful exclusion or ignorance of
urban citizen needs are still commonplace today.

“Hostile architecture” describes city infrastructure that constricts personal freedom
in public space (Rosenberger 2020). Such structures include city benches with armrests
that make it impossible to lie down, decorative boulders placed in locations common for
homeless encampments, and metal pins to prevent skateboarders from grinding (Paulas
2019). It has been fairly pointed out that consequentialist reasoning might make such
architecture defensible in some instances (de Fine Licht 2017). Nonetheless, it makes
little sense to constrict the flexibility of multiuse structures if proper infrastructure
for shelters, skateboarding, and other community based engagement are unavailable.
Redlining and hostile architecture are both government funded initiatives. These were
supposedly “smart” decisions.

If technology-dense cities want to be smarter, the first question that should be asked
is “smart for whom?” It should be noted that smart citizenship is often either 1) absent
from the smart city narrative; 2) included as a superficial element of the design pro-
cess to make the inevitable outcome more palatable; 3) marketed as a side feature with
limited funding in comparison to the larger government-led initiatives; or 4) integral
to the smart city but only accessible to certain populations. Toronto’s Sidewalk Labs, a
subsidiary of Alphabet, Google’s parent company, is a stark example of a smart city ini-
tiative that failed to effectively engage with citizens. Many residents were either against
the project or had privacy concerns that they felt went unaddressed, even though from
the start of the project Sidewalk Labs consulted with residents. Sidewalk Labs however
was never truly transparent in their design plans. In early 2019, Toronto Star reporter,
Marco Chown Oved revealed from leaked documents that the eventual plans for the
project encompassed 350 square acres, as opposed to the 12 square acres that were being
communicated to the community (Oved 2019). In March 2020 Sidewalk Labs decided
to discontinue the waterfront project, but the project CEO cited financial concerns due
to the global pandemic rather than activist demands (Doctoroff 2020). The fact that the
project got so far despite wide-scale protest should warn how powerless the minority
might be against the whims of the smart city.

When civic values clash, the smart city with its added power and control is primed
to win. In 2019, Hong Kong activists began fighting against a bill that would allow law
breakers to be extradited to mainland China (Purbrick 2019). From wearing face masks
(which were banned in protest in 2019) to tearing down smart lamp posts, citizens tried
to avoid possible facial recognition in a smart city that opposes the right to protest (Yang
2020). In this context, the harms to protesters identified by “smart” facial recognition
technology are severe—a Hong Kong law left from colonial anti-communist British
rule defines a riot, punishable by maximum 10 years jail time, as any group of three
or more that disturbs the peace (Purbrick 2019). After many of the lead activists were
imprisoned, protestors linked together to form “smart mobs,” groups linked through
livestream, WhatsApp, Telegram, and other platforms to form a quick-moving, leader-
less force (Ting 2020).
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According to the government, the majority peaceful protestors were the ones inciting
violence, not the police force armed with rubber bullets and pepper spray. In such cases,
the values the city considers “smart” primarily apply only to those activities that pro-
tect the status quo. Community safety understandably trumps individual freedom.
Unfortunately, this may extend to the safety of the existing infrastructure, buildings,
laws and statues, trumping the well-being and autonomy of residents. The pattern of tra-
ditional government and corporate values being held in higher regard than the values of
the local community, may reduce opportunities for growth that increase well-being for
segments of the population.

4. SYSTEMIC EXCLUSION FROM “SMARTNESS”

Given the documented legacy of exclusion and discrimination in modern theories
of and metrics for intelligence, the issue of who in the city gets to be or define what is
“smart” cannot be addressed without a racial and feminist critique (Cave 2020). This
question persists not only between individuals, but as well on a societal level. During
the modern colonial era, dating from the early 16th through 20th century, functioning
indigenous communities were labeled as savage and uneducated. This practice allowed
colonists to validate overthrowing local government, introducing Christianity, looting
national treasures, and mandating their own language, clothing, and constitution as law.
African people were described as scientifically inferior to make the practice of slavery
less heinous. Slaves were forbidden to speak their own languages (to prevent uprisings),
but also legally barred from learning to read their captor’s language. Slaves were for-
bidden to practice their own religion, but also excluded from positions of authority in
the church.

These laws are not ancient. From 1810 until 1917 the US federal government subsidized
boarding schools to “civilize” Native American children, separating them from their
families, languages, traditions, and culture (Adams 1997). The segregation of Blacks
from White schools was legal in the United States until the Supreme Court unanimously
decided in the mid-1950s that such exclusionary practices were unconstitutional (Brown
v. Board of Education 1953). Legalized supremacy of the minority white population did
not end in South Africa, a former Dutch then British colony, until 1990.

The irony of who gets to be smart is apparent. Much of the wealth gained from colo-
nization was due to the genius of indigenous populations. Native Peruvians cultivated
land and invented the resilient potato as well as transferrable farming techniques that
helped lift Western Europe from famine (McNeill 1999). The tomato, potato, corn,
common bean, pepper, and tobacco plant, did not just naturally gift themselves in their
final form to the Americas, but were bred by indigenous populations (Rasmussen et al.
2020). These techniques and their byproducts were later taught and spread to the rest
of the world. The core of much international cuisine is due to the science of people who
were labeled savage in colonial propaganda. Meanwhile, Black Americans were the
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wealth makers, cultivating land on plantations, cooking, running the home, care taking
for children, providing medicine, and midwifing, tasks few would entrust to someone
truly incapable.

Globally, women have been excluded from financial, governmental, and academic
institutions based on the misogynistic notion that women were incapable of intelligent
decision making. Most women did not gain the right to vote until World War 1 (Russia
1917, Canada 1918, Netherlands 1919, United States 1920), likely because women moved
into factory work to help with the war effort, effectively dispelling the fear that women
were too inept for the public arena. Still, France did not extend this right to women
until 1944, Greece 1952, and Switzerland 1971. The problem here is twofold: that women
were seen as incapable of being able to perform in traditional roles of intelligence, but
also that roles traditionally ascribed to women are not considered smart. Alison Adam
argues in Artificial Knowing that the requirements for artificial intelligence have been
built around traditionally masculine notions of intelligence. Playing chess was the gold
standard in Al for a while as opposed to tasks like managing a household (Adam 1998).
Researchers are now working to improve Al performance at tasks such as care taking,
therapy, and communication, but these abilities are most often associated in the litera-
ture with “humanness” as opposed to smartness.

Efforts to enforce the hegemony of the “smart” classes of society extended to 20th
century eugenics. Eugenics targeted the disabled, LGBTQ individuals, people of color,
the poor, and women. The mentally ill, deaf, blind, epileptic, and incarcerated were all
legally targeted groups for forced sterilization in the United States, where from 1907
through to the 1970s, over 60,000 citizens were sterilized in an effort to better society
(Lombardo 2010). Many of the cases were women, often poor, seen as “feebleminded”
or promiscuous. What grew in the US also spread into Sweden, where between 1935 and
1975 approximately 63,000 people were forcibly, coercively, or willingly sterilized, over
90% of which were women (Government of Sweden 1992, 33).* In Germany between
1934 and 1945 360,000 individuals including the mentally ill, disabled, and children with
African Ancestry were sterilized (Weindling 1989, 533; Kestling 1998). This metric does
not include the 200,000-300,000 German children and adults killed in “euthanasia
centers” before the mass murders in concentration camps began (Grodin, Miller, and
Kelly 2018). In all these cases the state assumed it was smarter than groups of individuals
and that the next generation of the state would be better without some people. It is im-
portant to note that these governments were not abstract bodies, but organizations
constructed of individuals who materially benefitted from the undermining of others.

One might see these legacies as largely unrelated to the smart city and merely as his-
torical mistakes. Perhaps “smart” city is just an unfortunate branding. Smart phone,
smart car, smart TV—these are just naming conventions for elevated electronic systems.
Perhaps it is simply comforting to associate the smart city with technologies streamlined
by increased datafication and improved design. The issue is that the city is not another
new singular technology. Cities have long been innovative and made decisions that were
smart for some. Every continent has tours to see the ingenuity of the creators behind
what are now ancient ruins. There are cities from thousands of years ago that already had
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operational sewer systems and democratic governments. Furthermore, if to be smart is
to be connected to new multinational technology platforms, there is a danger in a city
becoming another item one can just buy. One of the strongest objections to the Sidewalk
Labs Waterfront Toronto project was that it was a corporate-backed project. Why does a
city become smart once a tech company involves itself, or more data is collected? Would
it not be smarter to reach value-driven goals without heavy reliance on surveillance or
expensive technology?

Smart cities are unabashedly a marketing tactic to sell a utopian vision of a tech-
company friendly city worthy of investment. While some corporate and government
interests may be admirable, the history of who gets to be categorized as smart suggests
the real possibility that marginalized smartness may be actively ignored, undervalued,
and repressed. Epistemological literature teaches us that there are different types of
knowledge. One can know how to do something, one can be aware of something as an
item of knowledge (a true proposition or fact), or one can know something by direct ac-
quaintance with it, i.e. have an experience of something (Steup and Neta 2020). In smart
city logics, knowledge though experience and knowing a solution to a problem only
leads to investment if it positively affects the privileged. Investments directed toward the
underprivileged must be justified through studies conducted by those deemed “smart”
enough to be reputable. This translates to only knowledge derived from the privileged
mattering.

Standpoint epistemology offers further insight on why a small subset of knowledge
is deemed universal while other knowledge is ignored. This feminist theory argues that
one’s position in society, which may be rooted in their gender, nationality, race, religion,
etc. will shift individual knowledge. According to standpoint epistemology, there is no
singular way of knowing, but a multiplicity of perspectives that grant epistemic access
to reality. Given that some identities tend to have more power in society, socially priv-
ileged epistemic perspectives are granted hierarchy over others. The epistemic stand-
point with the most power (due to societal bias and not superior reasoning) may be
seen as essential or universal only because the dominant group holds enough power to
avoid subjugation to other epistemic standpoints. Standpoint epistemologist Rebecca
Kukla, among others, further argues that (1) some features of knowers, such as their so-
cial position, might grant those individuals “better, more objective knowledge” and (2)
marginalized individuals might be at an epistemic advantage given that they are granted
access to information and experiences impenetrable by the privileged (Kukla 2006, 81).
This would suggest that those most marginalized by the city possess knowledge beyond
the scope of city planners.

Regrettably, society has been molded to invalidate the lived experiential knowledge
of the marginalized and deem the non-elite as less capable of intelligence. Only when
Al, scholars, or government officials validate the needs of the unprivileged and con-
clude that fixing the concern benefits “everyone” can an investment can be rationalized.
Enhancements to the status quo, however, do not need to be rationalized to the same ex-
tent in budgeting proposals. Easily recognized examples include selective investments
to profitable city areas due to purported return on investment, thereby excluding poor
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neighborhoods from comparable enhancements. Consider the refurbishment of the
Notre Dame Cathedral which raised €850 million through international donations after
its 2019 fire and is due to finish in time for the 2024 Olympics (Cascone 2020). The mag-
nitude of funds raised internationally and the urgency of reconstruction should be re-
markable given the secular nature of the country (where wearing religious coverings is
outlawed) and the fact that a perfectly reconstructed cathedral has minimal if any direct
impact on the opportunities, health, and well-being of most French citizens. Proposals
for issues faced by marginalized groups, in contrast, are not by default seen as “smart”
solutions or investments, because smartness must improve the lives and areas seen as
most important to, or as representative of, the city. This pattern reproduces the logic of
the business world. Gender diversity and inclusion in hiring or board membership are
claimed to matter because they are good for business (Kochan et al. 2003), not because
it is good for women or people of color, who happen to make up more than 50% of the
population, and moreover have been legally excluded from opportunities as explored
earlier in this section.

Contrary to the framing of smartness as enhancement of a city’s technological infra-
structure, sometimes the smartest thing to do is not a technical solution. New York City
is one of the world’s most iconic self-proclaimed smart cities. The city has dedicated
tens of millions of dollars to becoming a smart city. At the same time it still suffers from
a racially divided school system where Black students, composing 24% of the district,
account for 61% of the expulsions and Hispanic students, 41% of the district, account
for only 11% of the gifted and talented programs (Groeger, Waldman, and Eads 2018).
Meanwhile, prior to the devastation of COVID-19, the city already suffered from a lack
of affordable housing and homelessness. Due to COVID-19 it is estimated that home-
lessness in New York City will dramatically increase (Chadha 2020). Would a smart
city not solve these problems first, or at least simultaneously? Might a smart city be one
equipped to equitably care for its residents in a pandemic? Increased dependence on
the internet during the pandemic has also exposed that NYC still has yet to equitably
provide internet access, as promised in 2016 when they were awarded the title of world’s
best smart city (Media Contact NYC Press Office 2020). This demonstrates that even
tech-driven “smart” benefits are often measured only in improvements for the already
privileged.

Activists have long shared ideas, informed by the lived experiences and wisdom of
citizens, of what would make a city like New York great. Jane Jacobs famously argued
as far back as 1961 that roads and skyrises were killing the life of American cities. She
saw walkability and diversity of age and purpose of buildings as aspects that kept cities
both safe and lively due to eyes on the ground (Jacobs 1961). Although she left out race
from her analysis, failing to recognize that apartments might be the only affordable op-
tion for displaced groups, she later noted that ghettos were only possible through pur-
poseful government practices such as redlining (Desrochers 2007, 128-129). The most
valuable aspects of cities cannot readily be packaged in corporate technical solutions.
Clearly, New York City has not tried to be smart for everyone or valued everyone’s
smartness. Redlining (even if no longer legal) still dictates who is worthy of a good
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home. And, intentionally or not, gentrification becomes a form of housing eugenics.
Some are snipped away from the community, but the value of the neighborhood goes up
without them.

Saskia Sassen has a term for what really builds the city, “cityness”: the connections and
moments of citizens—the art, events, culture—that city residents provide (Sassen 2005).
As Sassen explains, cities and their neighborhoods manage to outlive governments
and big corporations, even if they become populated with varying people (Raje 2016).
The people who make up the city create the city. To ignore the experiential knowledge
of residents of a city, or, worse, restrain residents from free engagement with it by im-
posing rigid technical infrastructures, limits the creativity and advancement of the me-
tropolis. Some ambitions of the smart city may indeed increase the longevity of the city
and improve daily life, such as investing in sustainable transportation (Bamwesigye and
Hlavackova 2019) and e-government solutions for improved organization and accessi-
bility (Oliveira, Oliver and Ramalhinho 2020). However, adding tech does not guarantee
that an idea is smart. Smartness also lies in the experiential and practical knowledge of
those deemed unimportant to public space.

5. UNINTELLIGENT DECISIONS IN
THE NAME OF “SMARTNESS”

Unintelligence has been built into cities in the name of smartness. Redlining, traffic filled
city roads, gentrification, and hostile infrastructure are all government implemented
policies that were smart only for a privileged subset of the population, thus diminishing
the overall quality of city life. Willful ignorance too plays a role in city design. There
are set recommendations on how to build disability-compliant cities such as the United
Nation’s 2016 report, “Good Practices of Accessible Urban Development” (Ito et al.
2016), but investment in social equity does not bring as much enthusiasm as investment
in business or providing direct improvement to those the city wishes to support. Making
cities accessible is not an act of charity, rather, refusing to do so is unjust exclusion
(Mintz 2021).The stupidity in many urban transportation policies has become so ap-
parent that some European cities are taking a step back from prior corporate-driven in-
frastructure and giving greater control back to pedestrians. For example Utrecht, a city
30 minutes east of Amsterdam in the Netherlands finally in 2020 completed removing
the city’s main ring roadway and restoring its historic canal (Wagenbuur 2020).

It is not difficult to envision how leaning too hard in the direction of building smart
infrastructure, as narrowly defined today, could cause a similar cycle where in a cen-
tury we are in desperate need to “de-smart-ify” our cities. Replacing live personnel with
digital kiosks has already become an issue for blind people who cannot read flat screen
buttons with their fingers.” While a perfectly efficient smart city might be the dream,
the failure of the connected city might become a nightmare. The smart city might
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become the hackable city or the commercially owned and controlled city. The same net-
work providers quickly working to build 5G are the same that advertise 5G-dependent
smart city solutions. What business model could be more profitable than having a whole
city dependent on a corporation’s network, solution, data management, and upkeep?
When one zooms closely into the dreams of the prototypical smart city, the day to day
improvements for citizens seem negligible or even disappear.

The typical smart city is not promising to eradicate homelessness, boost childhood
education levels, increase democratic involvement, equalize gender rights, eliminate
racism, and bring the rest of the world up with it along the way. This is not because
these aims are unattainable. Indeed, smart cities promote equally if not more ambitious
goals, such as making the city more sustainable and safer, usually by means of increased
surveillance and energy dependence. How can a city be made instantly safer while at
the same time being more reliant on new, still-developing technology? How can a city
become more sustainable while at the same time becoming more energy reliant upon
power-hungry kiosks, cameras, lights, and data storage?

Meanwhile, truly smart activities are often repressed by the government, while unin-
telligent behavior is encouraged under the guise of resilience. Consider intelligence as
having a value, knowledge of the relevant domain, and then taking steps to increase the
value based on that knowledge. If you are repressed it is therefore smart to protest. The
value of freedom, knowledge of being treated incorrectly, and awareness that protest
might lead to peaceful change, makes protesting a smart action to take. Sleeping outside
orin a tent is smart if you value shelter and safety and have nowhere to go. Peeing on the
street makes sense if you need to relieve yourself and do not have a place to do so. Selling
drugs is logical if your school system is malfunctioning, you have bills that are impos-
sible to pay, and have no other reliable way to build a livable income.

Conversely, unintelligence is defined as being aware of a problem, having the ability
to fix it and not doing anything to exercise that ability. San Francisco and the greater
Bay Area are home to some of the world’s wealthiest inhabitants and most successful
information technology companies, yet struggle to manage their large homeless popu-
lation, whose desperation and suffering is plainly visible to all. The Bay Area is one of the
wealthiest regions in the world where tech companies, dissatisfied with public transpor-
tation options for their employees, invest in private charter buses with Wi-Fi and neigh-
borhood pickup and drop off to the office headquarters. Yet when those who struggle
due to being neglected by the government do manage to survive, they are lauded as
resilient and praised for their self-advocacy, diverting the focus from the failures of
government.

The 2014 EU report on smart cities claimed that smart cities are needed in order to
have smart citizens; for example, if there is pollution in an area people cannot readily
move, however they can use sensors to plan different commuting routes or even plant
trees (Manville et al.). Yet it is doubtful that people in such a situation need the smart
sensor network to know that their air is unclean. Moreover, failure to bring clean air to
citizens is a fundamental failure of a smart city, not the responsibility of smart people
to avoid.
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In the Netherlands, there is a quite smart development of urinals that pop out of
the ground at night around pub areas. While this is a smart solution, it is notable that
there are limited options for the 50% of the population unable to use urinals.® Perhaps
one could argue that women are less likely to pee on the street and therefore less of a
problem. But if one thinks of the needs of women as opposed to the needs of the city
then it becomes clear that women might need a late-night option even more than men
who could somewhat discreetly relieve themselves anywhere. Smart city design choices
can easily and comfortably fit this scheme, where everyone benefits from a small subset
getting the most improvements. Less pee is on the street, but the main beneficiaries are
people who already could have waited for the bathroom like everyone else. The smart
city is advertised with a certain set of values, and then focuses on the subset that most
closely reflects corporate and governmental interests (or those who happen to be in
such demographics). Those consistently denied updates to make harmful infrastructure
more livable are gaslit to believe that the smart city goals aligns with their interests be-
cause “smart” improvements help “everyone”

6. TECHNOLOGY Is NOT INHERENTLY
“SMART”

Technology will not make us smarter. At least not technology by itself. The novel co-
ronavirus pandemic that swelled in 2020, followed swiftly by racial injustice protests
sweeping from the United States across the globe brought to light ongoing concerns
about the unintelligence of smart city technology. They highlighted the misalignment
of government, corporate, and community values. Policing tools such as license plate
tracking and facial recognition are universally applied, but the technology works by
segregating suspicious individuals from those presumed harmless to society. The citi-
zens deemed “normal” or “belonging” do not need to worry about surveillance because
the infringement is not hostile to them. Conversely, a tracking application for a highly
contagious virus implicates everyone. Privilege does not guarantee immunity, meaning
that even with possible health concerns at stake, infection surveillance measures must
appeal to the most valued citizens and therefore may be subject to more scrutiny.

The pandemic showed that differing political and cultural regimes can define “smart”
technological solutions in their own ways. Tech companies that wanted to build contact
tracing apps in the Netherlands had to submit proposals to be reviewed by ethicists,
scientists, and government officials (Loohuos 2020). China rolled out individual QR
codes to mandate who could be in public space (Mozur, Zhong, and Krolik 2020).
Korea used its preexisting smart city infrastructure to track individuals known to have
COVID-19 with surveillance camera footage and used phone GPS data to make sure
quarantine practices are followed (Wray 2020). Testing and care also differed across
countries. Some chose to test all residents in order to trace the spread of the virus. In the
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United States tests were expensive and administered disproportionately to those who
could afford it, even though the people most likely to die were low-income people of
color (Oppel et al. 2020).

Interestingly, it seems to be those most empowered who find it easiest to evade surveil-
lance and subjugation to the corporate and governmental whims of the smart city. San
Francisco, home to multitudes of high-paid tech workers, was the first major American
city to ban facial recognition technology (Conger, Fausset and Kovaleski 2019). These
concerns about facial recognition were amplified in the United States with the Black
Lives Matter protests over unjust policing. Whether out of good will or for good pub-
licity, companies such as IBM, Amazon, and Microsoft, decided to stop using and sel-
ling facial recognition technology to US police forces, at least temporarily (Hale 2020).
In this case, the corporations sided with an increasingly popular movement against an
unjust government system, but it is unclear whether this has any lasting significance for
undervalued citizens. Will the restraint on sale of facial recognition tools to police forces
persist if and when active support for the BLM movement ebbs among the dominant
white majority, as it frequently has?

Smart government is potentially dangerous when a privileged elite uneducated on the
needs of the many (such as software engineers) build supposedly apolitical decision-
making machines. Fairness and neutrality cannot simply self-manifest in a subjective
and biased system. Supervised machine learning still needs to be fed examples to learn
from, or as often is the case, mistakes to repeat. Groups can be subjected to algorithmic
violence through tools such as Market Value Analysis (MVA), a system that predicts
what neighborhoods will be valuable and therefore worth investment. MVA has guided
city development across the United States since 2001, potentially creating a new form of
digitally determined redlining (Safransky 2019, 201). The smartness of crime algorithms
is also called into question when they are designed with fixed biases (such as flagging
licenses as more likely to be connected to crime if they are from certain countries, or
the model of the car is from a certain year) or trained upon datasets rife with unjust his-
torical bias. For example, historical over-policing of minoritized or impoverished areas
means algorithms trained on that data will predict more crime in those areas, making it
more likely that police will be sent to that area and find cases of crime. Sociologist Ruha
Benjamin has noted that such tools become self-fulfilling prophecies leading crime pre-
diction algorithms into runaway feedback loops of crime production (Benjamin 2019,
83). Technology built upon broken systems without the goal of fixing the underlying
conditions cannot improve a city. It takes smart social action and not just data to solve
these pre-existing conditions.

Furthermore, technology breaks. Resilience has been another popular catchphrase
for cities. A smart city is able to bounce back. Yet often the pressure of being able to
bounce back is put on the individual. The smart city gets to try and fail, while the cit-
izens, especially the most at risk, must be resilient and endure the harms caused by
these failures. IBM released a white paper outlining 17 vulnerabilities that they found
testing smart city security. Some of the most basic hacking techniques that occurred in
multiple cases were due to public default passwords, easy authentication bypass, and
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SQL injection (Crowley 2018). The hacked smart city evokes hijacked public vehicles
such as busses, trains, trams, and police cars, long term grid malfunction, false emer-
gency alerts, and killed agriculture. Theoretically whatever is built and connected can be
hacked. A city hack already occurred in Ukraine in 2017 when the power grid was shut
down by hackers running a test on the system (Greenberg 2017).

Ironically, it is the corporations that are selling the solutions to poor technology.
Subscribing to a smart city plan backed by a large tech company grants peace of mind
because they ensure a centralized solution with the industry’s leading security. However,
sacrificing control over the city to a corporation might not be worth it. What happensif the
government grows unhappy with a service that has been integrated into all aspects of gov-
ernment? People also forget the impact of those who build and maintain the technology.
Rarely do engineers of the smart city reflect the diversity of the citizens. While they may
have technical expertise it is unlikely for them to have the intelligence needed (the experi-
ential knowledge, skill in navigating, or even awareness of regional and minority issues.)
Corporations and governments tend to direct questions in this realm toward the fact that
they encourage public-private partnerships. This returns us to the original question: is the
technology developed in such partnerships likely to be the most appropriate and effec-
tive solution to the challenges that citizens know? Will it be installed regardless of citizen
need? Will its governance be guided by the knowledge that citizens possess?

There is a growing call for contestable infrastructure: ICT that allows the dissatisfied
to talk back, and the pleased to share what features they enjoy. If the goal is really to build
a smart city that is dynamic and citizen-driven, it should also be flexible and made so
that it fits the needs of the full community. Technology alone is not a solution. Moreover,
an ICT tool is not inherently better than any other social initiative, and both are only as
smart as their guidance and regulation by the irreplaceable knowledge of citizens.

7. CONCLUSION

The smartness of the smart city has been interrogated. It has been found that there is a
high risk that the smart city will not be smart for everyone, nor reflective of the know-
ledge held by smart citizens. Given the ICT-driven interests of smart cities and the his-
torical tendency of city and corporate leaders to ignore the humanity of subsets of the
population, it is possible for cities to become “smart” while still failing a substantial
subset of their constituents. In order to make smart cities smart for all, it first must be
clear that is the intention. Next, it is essential that the experiential knowledge of citi-
zens not just be seen as important, but valued and necessary. Behavior that goes against
the ICT-based definitions of the smart city, may add intelligence to the city if the goal is
understanding and supporting the lives of citizens and their opportunities for growth,
rather than repressing their agency to maintain the status quo.

In this age of smart cities, cities are recognizing their own deficiencies—that they may
lack the newest technology or the most sustainable infrastructure. In order to compete,
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they are investing money in upgrading by bringing in new sources of knowledge in the
form of sensors. Yet this smart city phase is also an opportunity to recognize other types
of failures and build institutional solutions that will improve education, healthcare, and
sustainability, without becoming reliant on the next new shiny tool a company wishes the
city to buy. This is not to say that there are not good and needed ICT solutions. Improving
electrical grids, sewer systems, and connectivity across socioeconomic groups are
investments likely to pay substantial dividends in the future. Housing unnecessary
data in city servers that drain electronic and energy resources does not seem as useful.
Collecting data on in-need communities, instead of financing solutions that the commu-
nity likely could identify and communicate themselves, seems like a waste of money.

A true smart city uses technology flexibly and cannot be crashed by a failure in one
central system. A true smart city might first make all the public resources disability
friendly. It might provide the resources needed to make those likely to be attacked for
their identity feel safe. A true smart city might permit some discomfort and disruption
to be experienced by those who the city currently works for, because it will take the needs
of the invisible seriously and bring the necessary supportive infrastructure to life.

There is often a feeling that the norm (whether it is wrong or right) is the baseline,
making other possible futures strange, uncomfortable or unlikely. For example, white
men are unlikely to strongly identify with being white or male even though that iden-
tity strongly shapes how they move, perceive, and interact with the world. Able-bodied
people are unlikely to identify as able-bodied even though being able to see, walk, and
hear defines their existence. In order to critically shape future cities, the “norm” must
be re-understood, not as the logical status quo, but instead as a prejudiced infrastruc-
ture built upon the erasure of groups stripped from positions of power. One cannot
help others if they are so blinded by their normalized privilege that they cannot see
how others could struggle to cope with the same infrastructures that support them. The
smart city needs to be reframed. A city, with or without technology, that ignores the
demands of those most in need is an unintelligent city at best, and a hostile city at worst.
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NOTES

1. Throughout this chapter, “citizen” refers to city residents broadly and does not imply na-
tional citizenship.

2. County technology adoption rates were used for this deduction. Many successful smart
cities are located in nations that have been early tech adopters. https://ourworldindata.org/
technology-adoption


https://ourworldindata.org/technology-adoption
https://ourworldindata.org/technology-adoption
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3. Astudy conducted by World Enabled found that “only 4% [of 1200 digital city projects from
six separate agencies] specifically referred to people with disabilities and older age groups.”
https://news.trust.org/item/20191121165730-w14i4/

4. Until 2013 Sweden also required individuals wishing to have their sex legally reassigned to
undergo sterilization. These individuals, along with those who underwent coercive sterili-
zation under the 1934 and 1942 sterilization acts, are now eligible for government compensa-
tion. Swedenis notalone. More than adozen European countries had similar requirementsin
2017 when the European Human Rights Court deemed such laws unethical. Such laws span
beyond Europe, in 2019 a transman lost his case to Japanese parliament to be recognized as
male without sterilization. Unsurprisingly, Japan too has a history of forced sterilization. See:
https://www.thelocal.se/20130111/45550, https://www.nytimes.com/2017/04/12/world/eu-
rope/european-court-strikes-down-required-sterilization-for-transgender-people.html,
https://thediplomat.com/2019/02/japans-supreme-court-upholds-surgery-as-necessary-
step-for-official-gender-change/

5. There are kiosk options for people with vision impairments, but they are not yet universally
implemented.

6. Amsterdam unveiled the first pop-up toilet for those unable to use a urinal in 2016. They
are uncommon possibly due to the design. See: https://www.dutchnews.nl/news/2016/03/
87534-2/

It has also been noted that those without penises may also use the retractable public out-
door urinals if they carry around a device created by Dutch inventor Moon Zijp called a
“plastuit” in Dutch (imagine a funnel placed between the legs).

REFERENCES

Adam, Alison. 1998. Artificial Knowing: Gender and the Thinking Machine. Florence, KY:
Routledge.

Adams, David Wallace. 1997. Education for Extinction: American Indians and the Boarding
School Experience, 1875-1928. Lawrence, Kansas: University of Kansas Press.

Bamwesigye, Dastan, and Petra Hlavackova. 2019. “Analysis of Sustainable Transport for Smart
Cities” Sustainability 11 (7): 2140.

Benjamin, Ruha. 2019. Race after Technology: Abolitionist Tools for the New Jim Code. John
Wiley & Sons.

Brown v. Board of Education. 1953. 347 U.S. 483 (Supreme Court of the United States).

Cascone, Sarah. 2020. The Organization in Charge of Rebuilding Notre Dame Must Be
More Transparent About Its Use of Donations, a French Court Says. October 2. Accessed
December 22, 2020. https://news.artnet.com/art-world/french-court-auditors-rules-
notre-dame-donations-1912604.

Cave, Stephen. 2020. “The Problem with Intelligence: Its Value-Laden History and the Future
of AL AIES 20: Proceedings of the AAAI/ACM Conference on Al Ethics, and Society 29-35.
Chadha, Janaki. 2020. “New York Is Facing a Potential Explosion in Homelessness.” Politico.
June 30. Accessed July 30, 2020. https://www.politico.com/states/new-york/city-hall/story/

2020/06/29/new-york-is-facing-a-potential-explosion-in-homelessness-1296100.

Conger, Kate, Richard Fausset, and Serge F. Kovaleski. 2019. “San Francisco Bans Facial
Recognition Technology.” The New York Times. May 14. Accessed July 31, 2020. https://www.
nytimes.com/2019/05/14/us/facial-recognition-ban-san-francisco.html.


https://news.trust.org/item/20191121165730-w14i4/
https://www.thelocal.se/20130111/45550
https://www.nytimes.com/2017/04/12/world/europe/european-court-strikes-down-required-sterilization-for-transgender-people.html
https://www.nytimes.com/2017/04/12/world/europe/european-court-strikes-down-required-sterilization-for-transgender-people.html
https://thediplomat.com/2019/02/japans-supreme-court-upholds-surgery-as-necessary-step-for-official-gender-change/
https://thediplomat.com/2019/02/japans-supreme-court-upholds-surgery-as-necessary-step-for-official-gender-change/
https://www.dutchnews.nl/news/2016/03/87534-2/
https://www.dutchnews.nl/news/2016/03/87534-2/
https://news.artnet.com/art-world/french-court-auditors-rules-notre-dame-donations-1912604
https://news.artnet.com/art-world/french-court-auditors-rules-notre-dame-donations-1912604
https://www.politico.com/states/new-york/city-hall/story/2020/06/29/new-york-is-facing-a-potential-explosion-in-homelessness-1296100
https://www.politico.com/states/new-york/city-hall/story/2020/06/29/new-york-is-facing-a-potential-explosion-in-homelessness-1296100
https://www.nytimes.com/2019/05/14/us/facial-recognition-ban-san-francisco.html
https://www.nytimes.com/2019/05/14/us/facial-recognition-ban-san-francisco.html

REVISITING SMARTNESS IN THE SMART CITY 185

Crowley, Daniel. 2018. “How to Outsmart the Smart City” Security Intelligence. August 9.
Accessed July 30, 2020. https://securityintelligence.com/outsmarting-the-smart-city.

Cumming, Daniel G. 2018. “Black Gold, White Power: Mapping Oil, Real Estate, and Racial
Segregation in the Los Angeles Basin, 1900-1939.” Engaging Science, Technology, and Society
4: 85-110.

de Fine Licht, Karl. 2017. “Hostile Urban Architecture: A Critical Discussion of the Seemingly
Offensive Art of Keeping People Away.” Etikk I Praksis:Nordic Journal of Applied Ethics 11
(2):27-44.

Desrochers, Pierre. 2007. “The Death and Life of a Reluctant Urban Icon.” Journal of Libertarian
Studies 21 (3): 115-136.

Doctoroff, Daniel L. 2020. Why Were No Longer Pursuing the Quayside Project—and What's
Next for Sidewalk Labs. Side Walk Talk. May 7. Accessed July 27, 2020. https://medium.com/
sidewalk-talk/why-were-no-longer-pursuing-the-quayside-project-and-what-s-next-for-
sidewalk-labs-9a61de3feesa.

European Commission. n.d. Smart Cities. Accessed July 23, 2019. https://ec.europa.eu/info/eu-
regional-and-urban-development/topics/cities-and-urban-development/city-initiatives/
smart-cities_en.

Galdon-Clavell, Gemma. 2013. “(Not So) Smart Cities? The Drivers, Impact and Risks of
Surveillance-Enabled Smart Environments.” Science and Public Policy 40: 717-723.

Giles, Chris. 2018. “African ‘Smart Cities: A High-Tech Solution to Overpopulated
Megacities?” CNN. April 9. Accessed July 31, 2020. https://edition.cnn.com/2017/12/12/af-
rica/africa-new-smart-cities/index.html.

Government of Sweden. 1992. Sterilization Issues in Sweden 1935-1975: Financial Compensation.
Government Report, SOU.

Greenberg, Andy. 2017. “ ‘Crash Override’: The Malware That Took Down a Power Grid.” Wired.
June 12. Accessed July 31, 2020. https://www.wired.com/story/crash-override-malware

Grodin, Michael A., Erin L. Miller, and Johnathan I. Kelly. 2018. “The Nazi Physicians as
Leaders in Eugenics and “Euthanasia’: Lessons for Today.” American Journal of Public Health
108 (1): 53-57.

Groeger, Lena V., Annie Waldman, and David Eads. 2018. “Miseducation: Is There Racial
Inequality at Your School.” ProPublica. October 16. Accessed July 28, 2020. https://projects.
propublica.org/miseducation.

Hale, Kori. 2020. “Amazon, Microsoft & IBM Slightly Social Distancing from the $8 Billion
Facial Recognition Market.” Forbes. June 15. Accessed July 31, 2020. https://www.forbes.com/
sites/korihale/2020/06/15/amazon-microsoft--ibm-slightly-social-distancing-from-the-
8-billion-facial-recognition-market/#2f20c8164a9a.

Ito, Akiko, Guozhong Zhang, Maria Martinho, Robert Venne, Miranda Fajerman, Julie Pewitt,
Talin Avades, and Claire Odom. 2016. Good Practices of Accessible Urban Development.
United Nations Department of Economic and Social Affairs.

Jacobs, Jane. 1961. The Death and Life of Great American Cities. New York: Random House.

Joerges, Bernward. 1999. “Do Politics Have Artefacts?” Social Studies of Science 29 (3): 411-431.

Kestling, Robert W. 1998. “Blacks Under the Swastika: A Research Note.” The Journal of Negro
History 83 (1): 84-99.

Khare, Vineet. 2019. “India Election 2019: Have 100 ‘smart cities’ been built?” BBC News. March
21. Accessed July 31, 2020. https://www.bbc.com/news/world-asia-india-47025472.

Kochan, Thomas, Katerina Bezrukova, Robin Ely, Susan Jackson, Aparna Joshi, Karen Jehn,
Jonathan Leonard, David Levine, and David Thomas. 2003. “The Effects of Diversity on


https://securityintelligence.com/outsmarting-the-smart-city
https://medium.com/sidewalk-talk/why-were-no-longer-pursuing-the-quayside-project-and-what-s-next-for-sidewalk-labs-9a61de3fee3a
https://medium.com/sidewalk-talk/why-were-no-longer-pursuing-the-quayside-project-and-what-s-next-for-sidewalk-labs-9a61de3fee3a
https://medium.com/sidewalk-talk/why-were-no-longer-pursuing-the-quayside-project-and-what-s-next-for-sidewalk-labs-9a61de3fee3a
https://ec.europa.eu/info/eu-regional-and-urban-development/topics/cities-and-urban-development/city-initiatives/smart-cities_en
https://ec.europa.eu/info/eu-regional-and-urban-development/topics/cities-and-urban-development/city-initiatives/smart-cities_en
https://ec.europa.eu/info/eu-regional-and-urban-development/topics/cities-and-urban-development/city-initiatives/smart-cities_en
https://edition.cnn.com/2017/12/12/africa/africa-new-smart-cities/index.html
https://edition.cnn.com/2017/12/12/africa/africa-new-smart-cities/index.html
https://www.wired.com/story/crash-override-malware
https://projects.propublica.org/miseducation
https://projects.propublica.org/miseducation
https://www.forbes.com/sites/korihale/2020/06/15/amazon-microsoft--ibm-slightly-social-distancing-from-the-8-billion-facial-recognition-market/#2f20c8164a9a
https://www.forbes.com/sites/korihale/2020/06/15/amazon-microsoft--ibm-slightly-social-distancing-from-the-8-billion-facial-recognition-market/#2f20c8164a9a
https://www.forbes.com/sites/korihale/2020/06/15/amazon-microsoft--ibm-slightly-social-distancing-from-the-8-billion-facial-recognition-market/#2f20c8164a9a
https://www.bbc.com/news/world-asia-india-47025472

186 SAGE CAMMERS-GOODWIN

Business Performance: Report of the Diversity Research Network” Human Resource
Management 42: 3-21.

Kukla, Rebecca. 2006. “Objectivity and Perspective in Empirical Knowledge” Episteme 3
(1-2): 80-95.

Lombardo, Paul A. 2010. Three Generations, No Imbeciles Eugenics, the Supreme Court, and
Buck v. Bell. John Hopkins University Press.

Loohuos, Kim. 2020. “Coronavirus: Dutch Covid-19 Tracking App Stirs National Debate
Computer Weekly. April 24. Accessed July 30, 2020. https://www.computerweekly.com/
news/252482131/Coronavirus-Dutch-Covid-19-tracking-app-stirs-national-debate.

Manville, Catriona, Gavin Cochrane, Jonathan Cave, Jeremy Millard, Jimmy Kevin Penderson,
Andrea Liebe, Matthias Wissner, Roel Massink, Bas Kotterink, and Rasmus Kére Thaarup.
2014. Mapping Smart Cities in the EU. European Union.

McNeill, William. 1999. “How the Potato Changed the World’s History.” Social Research 66
(1): 67-83.

Media Contact NYC Press Office. 2020. “Mayor de Blasio and Taskforce on Racial
Inclusion and Equity Announce Accelerated Internet Master Plan to Support
Communities Hardest-Hit by COVID-19” NYC.gov. July 7. Accessed July 29, 2020.
https://wwwi.nyc.gov/office-of-the-mayor/news/499-20/mayor-de-blasio-taskforce-
racial-inclusion- equity-accelerated-internet-master.

Mintz, Kevin Todd. 2021. “Universally Designed Urban Environments: ‘A Mindless Abuse of
the Ideal of Equality’ or a Matter of Social Justice?” In Technology and the City: Towards a
Philosophy of Urban Technologies, edited by Michael Nagenborg, Taylor Stone, Margoth
Gonzalez Woge and Pieter E. Vermaas. Springer International Publishing.

Mozur, Paul, Raymond Zhong, and Aaron Krolik. 2020. “In Coronavirus Fight, China Gives
Citizens a Color Code, with Red Flags” The New York Times. March 1. Accessed July 31, 2020.
https://www.nytimes.com/2020/03/01/business/china-coronavirus-surveillance. html.

New York City Hall Press Office. 2016. The Official Website of the City of New York. November
28. Accessed July 23, 2020. https://wwwi.nyc.gov/office-of-the-mayor/news/909-16/
new-york-named-2016-best-smart-city-nyc-host-2017-international-conference-urban.

NYC Mayor’s Office of the Chief Technology Officer. n.d. Accessed July 23, 2020. https://iot.
cityofnewyork.us/data-management/.

NYC Open Data. 2019. “The Next Decade of Open Data 2019: Open Data for All Report”
New York.

Oliveira, Thays A., Miquel Oliver, and Helena Ramalhinho. 2020. “Challenges for Connecting
Citizens and Smart Cities: ICT, E-Governance, and Blockchain” Sustainability.12 (7): 2926.

Oppel, Richard, Robert Gebeloft, K.K. Rebecca Lai, Will Wright, and Mitch Smith. 2020. “The
Fullest Look Yet at the Racial Inequity of Coronavirus.” The New York Times. July 5. Accessed
July 31, 2020. https://www.nytimes.com/interactive/2020/07/05/us/coronavirus-latinos-
african-americans-cdc-data.html.

Oved, Marco Chown. 2019. “Google’s Sidewalk Labs Plans Massive Expansion to Waterfront
Vision.” Toronto Star, February 14.

Paulas, Rick. 2019. “Photos of the Most Egregious ‘Anti-Homeless’ Architecture” Vice Media
Group. January 25. Accessed July 31, 2020. https://www.vice.com/en_us/article/kzms3n/
photos-of-the-most-egregious-anti-homeless-architecture.

Purbrick, Martin. 2019. “A Report of the 2019 Hong Kong Protests” Asian Affairs 50 (4):
465-487.


https://www.computerweekly.com/news/252482131/Coronavirus-Dutch-Covid-19-tracking-app-stirs-national-debate
https://www.computerweekly.com/news/252482131/Coronavirus-Dutch-Covid-19-tracking-app-stirs-national-debate
https://www1.nyc.gov/office-of-the-mayor/news/499-20/mayor-de-blasio-taskforce-racial-inclusion-equity-accelerated-internet-master
https://www1.nyc.gov/office-of-the-mayor/news/499-20/mayor-de-blasio-taskforce-racial-inclusion-equity-accelerated-internet-master
https://www.nytimes.com/2020/03/01/business/china-coronavirus-surveillance.html
https://www1.nyc.gov/office-of-the-mayor/news/909-16/new-york-named-2016-best-smart-city-nyc-host-2017-international-conference-urban
https://www1.nyc.gov/office-of-the-mayor/news/909-16/new-york-named-2016-best-smart-city-nyc-host-2017-international-conference-urban
https://iot.cityofnewyork.us/data-management/
https://iot.cityofnewyork.us/data-management/
https://www.nytimes.com/interactive/2020/07/05/us/coronavirus-latinos-african-americans-cdc-data.html
https://www.nytimes.com/interactive/2020/07/05/us/coronavirus-latinos-african-americans-cdc-data.html
https://www.vice.com/en_us/article/kzm53n/photos-of-the-most-egregious-anti-homeless-architecture
https://www.vice.com/en_us/article/kzm53n/photos-of-the-most-egregious-anti-homeless-architecture

REVISITING SMARTNESS IN THE SMART CITY 187

Raje, Aparna Piramal. 2016. “Redefining Notions of Urban Intelligence” Live Mint. June 29.
Accessed July 30, 2020. https://www.livemint.com/Specials/m21wirzMM8KpbE9KO1iFVK/
Redefining-notions-of-urban-intelligence.html.

Rasmussen, Wayne D., George Edwin Fussell, Kenneth Mellanby, Kusum Nair, George Ordish,
Gary W. Crawford, and Alic William Gray. 2020. “Origins of Agriculture” Encyclopedia
Britannica. February 4. Accessed September 2020. https://www.britannica.com/topic/agri-
culture/The-Americas.

Rosatia, Umberto, and Sergio Contia. 2016. “What Is a Smart City Project? An Urban Model or
a Corporate Business Plan?” Procedia Social and Behavioral Sciences 233: 968-973.

Rosenberger, Robert. 2020. “On Hostile Design: Theoretical and Empirical Prospects.” Urban
Studies 57 (4): 883-893.

Safransky, Sara. 2019. “Geographies of Algorithmic Violence Redlining the Smart City”
International Journal of Urban and Regional Research (44)2:200-218

Sassen, Saskia. 2005. “Cityness in the Urban Age.” Urban Age.

Schreiner, Clara. 2016. International Case Studies of Smart Cities Rio de Janeiro, Brazil. Inter-
American Development Bank.

Steup, Matthias, and Ram Neta. 2020. “Epistemology.” The Stanford Encyclopedia of Philosophy.
June 21.https://plato.stanford.edu/archives/fall2020/entries/epistemology/

Ting, Tin-yuet. 2020. “From ‘be water’ to ‘be fire’: nascent smart mob and networked protests
in Hong Kong?” Social Movement Studies 19 (3): 362-368.

Wagenbuur, Mark. 2020. “Utrecht Corrects a Historic Urban Design Mistake.” Bicycle Dutch.
Accessed December 23, 2020. https://bicycledutch.wordpress.com/2020/09/16/utrecht-
corrects-a-historic-urban-design-mistake/.

Weindling, Paul. 1989. Health, Race, of German Politics Between National Unification and
Nazism, 1870-1945. Cambridge, UK: Cambridge University Press.

Winner, Langdon. 1980. “Do Artifacts Have Politics?” Daedalus 109, no. 1: 121-136.

Wray, Sarah. 2020. “South Korea to Step-up Online Coronavirus Tracking” Smart Cities
World. March 12. Accessed July 31, 2020. https://www.smartcitiesworld.net/news/news/
south-korea-to-step-up-online-coronavirus-tracking-5109.

Yang, Yuan. 2020. “Why Hong Kong Protesters Fear the City’s ‘Smart Lamp Posts)”
Financial Times. January 8. Accessed July 27, 2020. https://www.ft.com/content/fo300b66-
30dd-11ea-9703-eeaocaesfode.


https://www.livemint.com/Specials/m21w1rzMM8KpbE9KO1iFVK/Redefining-notions-of-urban-intelligence.html
https://www.livemint.com/Specials/m21w1rzMM8KpbE9KO1iFVK/Redefining-notions-of-urban-intelligence.html
https://www.britannica.com/topic/agriculture/The-Americas
https://www.britannica.com/topic/agriculture/The-Americas
https://plato.stanford.edu/archives/fall2020/entries/epistemology/
https://bicycledutch.wordpress.com/2020/09/16/utrecht-corrects-a-historic-urban-design-mistake/
https://bicycledutch.wordpress.com/2020/09/16/utrecht-corrects-a-historic-urban-design-mistake/
https://www.smartcitiesworld.net/news/news/south-korea-to-step-up-online-coronavirus-tracking-5109
https://www.smartcitiesworld.net/news/news/south-korea-to-step-up-online-coronavirus-tracking-5109
https://www.ft.com/content/f0300b66-30dd-11ea-9703-eea0cae3f0de
https://www.ft.com/content/f0300b66-30dd-11ea-9703-eea0cae3f0de




PART III

..............................................................................................

TECHNOLOGY,
POWER, AND
POLITICS

..............................................................................................






CHAPTER 10

......................................................................................................

PHILOSOPHY OF
TECHNOLOGY AS POLITICS

......................................................................................................

ADAM BRIGGLE

1. PHILOSOPHY AS TECHNOLOGY

IN his classic essay, Langdon Winner asks “Do Artifacts Have Politics?” (Winner 1980).
His answer: yes. He acknowledges that technologies are shaped by social and economic
forces, but he argues that artifacts are politically significant in their own right. They are
not neutral, pliable things wholly determined by interest groups, class struggles, or elite
power. No, they also transform people and